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ABSTRACT
Recent developments in touch and display technologies have laid
the groundwork to combine touch-sensitive display systems with
stereoscopic three-dimensional (3D) display. Although this com-
bination provides a compelling user experience, interaction with
objects stereoscopically displayed in front of the screen poses
some fundamental challenges: Traditionally, touch-sensitive sur-
faces capture only direct contacts such that the user has to pene-
trate the visually perceived object to touch the 2D surface behind
the object. Conversely, recent technologies support capturing fin-
ger positions in front of the display, enabling users to interact with
intangible objects in mid-air 3D space. In this paper we perform
a comparison between such 2D touch and 3D mid-air interactions
in a Fitts’ Law experiment for objects with varying stereoscopical
parallax. The results show that the 2D touch technique is more effi-
cient close to the screen, whereas for targets further away from the
screen, 3D selection outperforms 2D touch. Based on the results,
we present implications for the design and development of future
touch-sensitive interfaces for stereoscopic displays.

Categories and Subject Descriptors
H.5.2 [Information Interfaces and Presentation]: User Inter-
faces – Input Devices and Strategies, Evaluation / Methodology.

Keywords
Touch-sensitive systems, stereoscopic displays, 3D interaction.

1. MOTIVATION
Two different technologies dominated recent exhibitions and

the entertainment market: (multi-)touch-sensitive surfaces and 3D
stereoscopic displays. These technologies have the potential to pro-
vide more intuitive and natural interaction setups for a wide range
of areas, including geo-spatial applications, urban planning, archi-
tectural design, or collaborative tabletops. These two technolo-
gies are orthogonal, as (multi-)touch is about input and 3D stereo-
scopic visualization about output. First commercial hardware sys-
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tems have recently been launched (e. g., [4]), and interdisciplinary
research projects explore interaction with stereoscopic content on
2D touch surfaces (e. g., [1, 2]). Moreover, an increasing number
of hardware solutions provide the means to sense hand and finger
poses and gestures in 3D space without input devices or instrumen-
tation (e. g., Leap Motion [3]). The combination of these novel
technologies provides enormous potential for a variety of new in-
teraction concepts.

Until recently, research in the area of (multi-)touch interaction
was mostly focused on monoscopically displayed data. There, the
ability to directly touch elements has been shown to be very ap-
pealing for novice as well as expert users. Also, passive hap-
tics and multi-touch capabilities have both shown their potential
to improve the user experience [7]. Touch surfaces build a con-
sistent and pervasive illusion in perceptual and motor space that
two-dimensional graphical elements on the surface can be touched.
Yet, three-dimensional data limits this illusion of place and plau-
sibility [31]. 3D data sets are either displayed monoscopically,
which has been shown to impair spatial perception in common 3D
tasks, or stereoscopically, which can enrich the experience and in-
teraction, but causes objects to appear detached from the touch sur-
face [26, 30].

Stereoscopic display technology has been known for decades. It
has recently been revived in the rise of 3D cinema and 3D tele-
visions. With stereoscopic displays, each eye sees a different per-
spective of the same scene through appropriate technology. This re-
quires showing two distinct images on the display. Objects may be
displayed with negative, zero, or positive parallax, corresponding to
in front, at, or behind the screen. Objects with centroid at zero par-
allax appear attached to the screen and are perfectly suited for touch
interaction. In contrast, it is more difficult to apply direct-touch in-
teraction techniques to objects that appear in front of or behind the
screen [18, 27, 29]. In this paper we focus on the major challenge
in this context, namely objects that appear in front of the screen
such as a virtual object floating above the surface within the user’s
personal interaction space [12]. Teather and Stuerzlinger [34] pro-
vide a review of interaction techniques for distant objects behind
the screen.

Two methodologies can be used for interacting with stereoscopic
objects in front of a tabletop display:

1. If the touch-sensitive surface captures only direct contacts,
the user has to penetrate the visually perceived object to
touch the 2D surface behind the object [36, 37].

2. Alternatively, if finger poses in front of the screen can be
captured, the user can directly interact with the intangible
object in 3D space [3].
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Figure 1: Illustration of the main problem of 2D touch interaction with stereoscopically displayed 3D data: The user is either focused
(a) on her finger, which makes the selection ambiguous, or (b) on the object, which disturbs the visual perception of the finger.

Due to the discrepancy between perceptual and motor space and
missing haptic feedback, both approaches provide natural feedback
only for objects rendered with zero parallax. One question posed
by this issue is where users “touch” a stereoscopically displayed in-
tangible object in 3D space, considering the misperception of dis-
tances in virtual 3D scenes [22]. Conversely, it also brings up the
issue where users “touch” a stereoscopically displayed object on
a 2D display surface, considering that there are two distinct pro-
jections for each eye [36]. If the user penetrates the object while
focusing on her finger, the stereoscopic impression of the object
is disturbed, since the user’s eyes are not accommodated and con-
verged to the display surface. Thus, the left/right image pairs of
the object appear blurred and can potentially not be merged (Fig-
ure 1(a)). Yet, focusing on the virtual object causes a disturbance
of the stereoscopic perception of the user’s finger, since her eyes
are converged on the object’s 3D position (Figure 1(b)). When the
user selects an object in 3D space, by holding her finger in front of
the screen, she can see a stereoscopic image while converging to
her finger. However, due the vergence-accomodation conflict, the
virtual object will appear blurred in comparison to the real finger
(Figure 2).

In this paper we address the challenge of how to interact with
stereoscopic content in front of a touch-sensitive tabletop surface.
We evaluate interaction with touch-sensitive screens to select a 3D
object, and compare this approach to systems where the user’s fin-
ger is tracked in 3D space. We use a Fitts’ Law experimental de-
sign to determine differences in 3D object selection performance
for varying object parallax in front of the screen. The results of this
experiment provide guidelines for the choice of touch technologies,
as well as the optimal placement and parallax of interactive ele-
ments in stereoscopic touch environments.

Our contributions are:

• A direct comparison of the performance of 2D touch and 3D
mid-air selection for different spatial configurations of inter-
active 3D objects.

• Guidelines for designing user interfaces for stereoscopic
touch-sensitive tabletop setups.

The remainder of this paper is structured as follows. Sec-
tion 2 summarizes background information on touch interaction
and stereoscopic display. Section 3 describes the experiment
we conducted to evaluate and compare 2D/3D interaction perfor-
mance. Section 4 presents the results, which are discussed in Sec-
tion 5. Section 6 concludes the paper.

2. BACKGROUND
Recently, many approaches for extending multi-touch interaction

techniques to 3D applications with monoscopic display have been
proposed [18, 25, 28, 29, 41]. In order to extend interaction possi-
bilities with monoscopic 2D surfaces, Hancock et al. [18] presented
approaches for 3D interaction within a limited range above the sur-
face. Yet, interaction with stereoscopically displayed scenes intro-
duces new challenges [30], since the displayed objects can float in
front of or behind the interactive display surface.

2.1 Interaction with Stereoscopic Objects
In this section we describe work related to interaction with

stereoscopically displayed objects. In particular, we discuss 2D
touch and 3D mid-air selection techniques.

2.1.1 3D Mid-Air Interaction Techniques
To enable selection of stereoscopically displayed 3D objects in

space, 3D tracking technologies capture a user’s hand or finger mo-
tions in front of the display surface. The kinematics of point and
grasp gestures in 3D space and the underlying cognitive functions
have been studied [16, 23, 39]. For instance, it has been shown that
the arm movement during grasping consists of two distinct phases:
(1) an initial, ballistic phase during which the user’s attention is
focused on the object to be grasped (or touched). The motion is es-
sentially controlled by proprioception, and (2) a correction phase
that reflects refinement and error-correction of the movement, in-
corporating visual feedback in order to minimize the error between
the hand or finger and the target [21]. MacKenzie et al. [23] inves-
tigated real time kinematics of limb movements in a Fitts’ task and
showed that, while Fitts’ Law holds for the total limb-movement
time, humans decelerate the motion sooner, if the target seems to
require more precision in the end phase. The changes of the kine-
matics and control for reaching tasks within virtual environments
have been investigated [14, 38].

Hilliges et al. [19] investigated extending the interaction space
beyond the touch surface. They tested two depth-sensing ap-
proaches to enrich multi-touch interaction on a tabletop with mono-
scopic display. Although 3D “mid-air” interaction provides an in-
tuitive technique, it has been shown that touching an intangible
object, i. e., touching the void [11], leads to confusion and a sig-
nificant number of overshoot errors. This is due to the fact that
depth perception is less accurate in virtual scenes compared to the
real world, as well as the introduced double vision and vergence-
accommodation conflicts. Bruder et al. [10] investigated the effects



Figure 2: Illustration of the main problem of 3D mid-air inter-
action with stereoscopically displayed 3D data: The user sees
a stereoscopic image while converging to her finger, but due
to the vergence-accommodation conflict, the virtual object ap-
pears blurred in comparison to the finger.

of visual conflicts on 3D selection performance with stereoscopic
tabletop displays. Some devices, such as the CyberGrasp, support
haptic feedback when touching objects in space, but require exten-
sive user instrumentation. Other approaches are based on the user
moving tangible surfaces in 3D space to align with floating objects,
e. g., through transparent props [11], or on controlling the 3D po-
sition of a cursor through multiple touch points [5, 32]. Toucheo
uses 2D projections to define widget for interaction with objects
presented stereoscopically above a multi-touch display [17]. Yet,
the projection direction for Toucheo is straight down towards the
display surface. This paradigm does not work well for objects that
are stacked one above the other, as their projections then conflict.

2.1.2 2D Touch Techniques
Recently, multi-touch devices with non-planar surfaces, such as

cubic [13] or spherical [6], were proposed. These can specify 3D
axes or points for indirect object manipulation. Interaction with ob-
jects with negative parallax on a multi-touch tabletop setup was ad-
dressed by Benko et al.’s balloon selection [5], as well as Strothoff
et al.’s triangle cursor [32], which use 2D touch gestures to specify
height above the surface.

Valkov et al. [36] performed a user study, in which they displayed
3D objects stereoscopically in front or behind a large vertical pro-
jection screen. They instructed users to touch the virtual 3D objects
by touching through the objects until their finger hit the display sur-
face and recorded user behavior. This study found that users tended
to touch between the projections for the two eyes with an offset to-
wards the projection for the dominant eye. Bruder et al. [9] further
analyzed stereoscopic 2D touch interaction and identified three dis-
tinct user behaviors (see Figure 3): users consistently touched ei-
ther towards the dominant eye projection, the non-dominant one, or
the midpoint between the projections. While these three behaviours
varied between subjects, they found little within-subjects variation.

In a different study, Valkov et al. [37] showed that users are,
within some range, insensitive to small misalignments between vi-
sually perceived stereoscopic positions and the sensed haptic feed-
back when touching a virtual object. Moreover, users are less sensi-
tive to discrepancies between visual and tactile feedback for objects
with negative parallax. They proposed to manipulate the stereo-

scopically displayed scene so that objects are moved towards the
screen when the user reaches for them [35, 37]. This only works
for objects displayed close (approximately 5cm) to the surface. Yet,
the problem is that objects have to be shifted in space, which leads
to a disturbed perception of the virtual scene for larger manipula-
tions.

So far, no comparative analysis exists for 2D touch and 3D mid-
air interaction in stereoscopic tabletop setups. Thus, it remains un-
clear if 2D touch is a viable alternative to 3D mid-air selection.

2.2 Fitts’ Law and Selection
Fitts’ Law [15] is a well-known empirical model for user per-

formance in selection tasks. The model predicts the movement
time MT for a given target distance D and size W by MT =
a + b × log2(D/W + 1); where a and b are empirically de-
rived. The log term is the index of difficulty (ID) and indicates
overall task difficulty. This implies that the smaller and farther
a target, the more difficult it is to select accurately. A valuable
extension supported by an international standard [20] is the use
of “effective” measures. This post-experiment correction adjusts
the error rate to 4% by re-sizing targets to their effective width
(We). This enables the computation of effective throughput, a mea-
sure that incorporates both speed and accuracy, by “normalizing”
the accuracy as effective scores. This throughput is computed as
TP = log2(De/We + 1)/MT , where De is the effective dis-
tance (average of measured movement distances), and We the ef-
fective width (standard deviation of error distances multiplied by
4.1333 [24]). Previous 3D research [34] suggests that one should
use the point closest to the target along the ray to compute an accu-
rate representation of the effective widthWe, as using the actual 3D
cursor position would artificially inflate the effective measure. In
essence, this suggestion projects the 3D task into 2D before com-
puting throughput for touch-based interaction techniques. Even
more recent work [33] reveals that the distortion due to perspective
also has an effect. This work recommends the use of the 2D projec-
tions of sizes and distances to compute a screen-projected through-
put for all remote-pointing techniques, such as ray-pointing.

Figure 3: Illustration of finger movement trails for user
groups touching towards the dominant eye projection (D), non-
dominant eye projection (N), or towards the midpoint (M) us-
ing the 2D touch technique [9]. The trails have been normalized
and are displayed here for a right-eye dominant user.



3. EXPERIMENTS
Here we describe our experiments to compare the performance

of 2D touch and 3D mid-air interaction. We used a Fitts’ Law se-
lection task on a tabletop setup with 3D targets displayed on the
surface or at different heights above the surface, i. e., with different
negative stereoscopic parallax.

3.1 Experimental Setup
For the experiment we used a 62×112cm active stereoscopic

multi-touch tabletop setup. The system is shown in Figure 4.
The setup uses a matte diffusing screen with a gain of 1.6. For
stereoscopic back projection screen we use a 1280 × 800 Op-
toma GT720 projector at 120Hz. The active DLP-based shutter
glasses are driven by the projector at 60Hz per eye. We use an
optical WorldViz Precision Position Tracking X4 system with sub-
millimeter precision and accuracy to track the subject’s finger and
head for view-dependent rendering. For this, we attached wireless
markers to the shutter glasses and another diffused IR LED on the
tip of the index finger of the subject’s dominant hand. We tracked
and logged both head and fingertip movements during the exper-
iment. The view of the 3D scene was rendered stereoscopically
using off-axis projections. We measured an end-to-end latency of
approximately 55ms between physical movements and a visual re-
sponse.

The visual stimulus used in the experiment is a 3D scene in a
30cm deep box, fit to the horizontal dimensions of the physical
tabletop setup (see Figure 4). We matched the look of the scene
to the visual stimuli used in [9, 10, 33, 34] for improved compara-
bility. The targets in the experiment were represented by spheres,
arranged in a circle (Figure 4). A circle consisted of 11 spheres
rendered in white, with the active target sphere highlighted in blue.
The targets highlighted in the order specified by ISO 9241-9 [20].
The center of each target sphere indicated the exact position where
subjects were instructed to touch with their dominant hand in or-
der to select a sphere. Subjects indicated target selection using a
Razer Nostromo keypad with their non-dominant hand. The target
spheres highlighted green when the finger of the user was within
the target to provide subjects with feedback about successful selec-
tion, to minimize systematic errors in Fitts’ Law experiments [23].
Head-tracked off-axis stereoscopic display was active in all condi-
tions. The size, distance, and height of target spheres were constant
within circles, but varied between circles. In other words, targets
were at a constant height for each circle of targets. Target height
was measured upwards from the level screen surface. All target
spheres were presented with positive height, i. e., in front of the
screen. The virtual environment was rendered on an Intel Core i7
computer with 3.40GHz processors, 8GB of main memory, and an
Nvidia Quadro 4000 graphics card.

3.2 Methods
The experiment used a 2 × 5 × 2 × 2 within-subjects design

with the method of constant stimuli. The independent variables
were selection technique (2D touch vs. 3D mid-air interaction),
target height (0cm to 20cm, in steps of 5cm), as well as distances
between targets (16cm and 25cm) and size (2cm and 3cm). Each
circle represented a different index of difficulty with combinations
of 2 distances and 2 sizes. This yielded four uniformly distributed
IDs ranging from approximately 2.85bps to 3.75bps, representing
an ecologically valuable range of Fitts’ Law task difficulties for a
touch screen setup. Each circle used one of 5 different target height,
between 0cm and 20cm in steps of 5cm. Distances between targets,
sizes and heights were not related from one circle to the next, but
presented randomly and uniformly distributed. The dependent vari-

optical tracking system

finger tip marker

stereo glasses with IR marker

keypad

stereoscopic multi-touch table

Figure 4: Experimental setup: photo of a subject during the
experiment with illustrations.

ables were movement time, error distance, error rate (percentage of
targets missed), and effective throughput.

The experiment trials were divided into two blocks: one for 2D
touch selections and one for 3D mid-air selections. We random-
ized their order between subjects. At the beginning of each block,
subjects were positioned standing in an upright posture in front of
the tabletop surface (Figure 4). To remove a potential confound in
terms of target visibility and view angle, we compensated for the
different heights of subjects by adjusting the height of a floor mat
below the subject’s feet, resulting in an eye height of about 185cm
for all subjects during the experiment. The experiment started with
task descriptions, which were presented via slides on the projection
surface in order to reduce potential experimenter biases. Subjects
had to complete 5 to 15 training trials for both techniques to mini-
mize later training effects. These training trials were excluded from
the analysis. In order to compensate for misperceptions of the tar-
gets, we performed a calibration phase based on Bruder et al. [9].
During this calibration, subjects were instructed to touch the center
of the target spheres as accurately as possible with 2D touch as well
as 3D mid-air selection. Subjects had as much time as needed and
they were free to place their index finger in the real world where
they perceived the virtual target to be. We used the resulting cali-
brated positions to define the target centers in the Fitts’ Law trials
for each subject as described in [9, 10].

After the calibration, subjects were instructed to select the tar-
gets as quickly and accurately as possible, a common instruction
in Fitts’ Law experiments [33, 34]. Subjects received visual feed-
back when their finger was inside a target, by targets turning green.
Then, subjects indicated selection by pressing a key with their non-
dominant hand. If subjects pressed the key while the target sphere
was not green, we recorded this as a selection error and advanced
the trial state. We computed the distance of the position of the tip
of the index finger to the calibrated sphere center. A valid 3D se-
lection occurred if this distance was less than the sphere radius for
3D mid-air interactions. For 2D touch interactions, we computed
the projected 3D target position and size on the 2D touch surface
(see Figure 3). Then we judged a 2D touch selection to be valid if
the finger position was within the projected circle (cf. [36]). There
were 11 recorded target selections per circle. Circles were shown
twice to each participant in randomized order for each configura-
tion of independent variables. Thus, each participant completed a
total of 80 circles, with a total of 880 recorded target selections.
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Figure 5: Results for Fitts’ Law trials with target object height on the horizontal axis and pooled for (a) movement time, (b) error
rate, and (c) error distance, on the vertical axis. The error bars show the standard error.

Questionnaires.
In addition to the performance data collected in the Fitts’ Law

trials, we also asked subjects to judge various characteristics of
the techniques through subjective questionnaires. Before and af-
ter the 2D/3D interaction conditions, subjects were asked to com-
plete a Simulator Sickness Questionnaire (SSQ). Moreover, as-
thenopia, visual discomfort symptoms, were measured with a ques-
tionnaire about blurred vision, ocular soreness, itching of the eyes,
increased blinking, heaviness of the eyes, and double vision on 4-
point scales (0=none, 1=slight, 2=moderate, 3=severe), i. e., analo-
gous to the SSQ sickness symptoms. After each technique, subjects
were asked to complete a Slater-Usoh-Steed (SUS) presence ques-
tionnaire, a NASA TLX mental workload questionnaire, as well
as a general usability questionnaire, in which we asked subjects to
judge the technique according to the criteria learnability, efficiency,
memorability, errors, and satisfaction on 5-point Likert scales.

3.3 Participants
10 male and 5 female subjects (ages 20-35, M=27.1) partici-

pated in the experiment. Subjects were students or members of the
local university. 3 subjects received class credit for participating in
the experiment. All subjects were right-handed. All subjects had
normal or corrected to normal vision. 1 subject wore glasses and
4 subjects wore contact lenses during the experiment. None of the
subjects reported known eye disorders, such as color weaknesses,
amblyopia or known stereopsis disruptions. We verified the abil-
ity for stereoscopic vision of all subjects. We measured the inter-
pupillary distance (IPD) of each subject before the experiment [40],
which revealed IPDs between 5.8cm and 7.0cm (M=6.4cm). We
used each individual’s IPD for stereoscopic display in the experi-
ment. 14 subjects reported experience with stereoscopic 3D cin-
ema, 14 with touch screens, and 8 had previously participated in
a study involving touch surfaces. Subjects were naïve to the ex-
perimental conditions. Subjects were allowed to take a break at
any time between trials to minimize effects of exhaustion or lack of
concentration. The total time per subject was about 1.5 hours.

4. RESULTS
Here we summarize the results from the experiment. We had to

exclude two subjects from the analysis who misunderstood the task
(i. e., showed 100% incorrect selections). All other trials have been
included in the analysis. As stated above, we used for each subject
the calibrated target positions as valid target centers. Results were
normally distributed according to a Shapiro-Wilk test at the 5%

level. We analyzed the results with a repeated measure ANOVA
and Tukey multiple comparisons at the 5% significance level (with
Bonferonni correction). Degrees of freedom were corrected using
Greenhouse-Geisser estimates of sphericity when Mauchly’s test
indicated that the assumption of sphericity had been violated.

4.1 Movement Time
The results for the movement time are illustrated in Figure 5(a).

We found no significant main effect of technique (F (1, 12)=3.870,
p>.05, η2p=.244) on movement time. The average movement time
during the experiment was M=1090ms (SD=521ms) for 2D touch,
while 3D selection had M=934ms (SD=324ms).

The results show that the movement time for heights differs
significantly (F (1.272, 15.265)=27.127, p<.001, η2p=.693). Post
hoc tests revealed that the movement time was significantly in-
creased when objects were displayed with heights of 15cm (p<.05)
or 20cm (p<.001) in comparison to 0cm. As expected, we
found a significant main effect of the ID on movement time
(F (1.220, 14.635)=23.061, p<.001, η2p=.658).

We found a significant two-way interaction effect between tech-
nique and height (F (1.360, 16.319)=9.453, p<.01, η2p=.441).
Post hoc tests revealed that subjects took significantly longer with
2D touch than 3D selection when objects were displayed with a
height of 20cm (p<.05). We found no significant difference be-
tween the techniques for lower heights.

4.2 Error Rate
The results for error rate are illustrated in Figure 5(b). We found

no significant main effect of technique (F (1, 12)=0.009, p>.05,
η2p=.001) on error rate. The average error rate during the experi-
ment was M=11.6% (SD=18.5%) for 2D touch, while 3D selection
had M=11.3% (SD=14.1%).

The results show that the error rate for heights differs signif-
icantly (F (1.848, 22.172)=17.186, p<.001, η2p=.589). Post hoc
tests revealed that the error rate was significantly increased when
objects were displayed with a height of 20cm (p<.05) in compari-
son to 0cm. As expected, we found a significant main effect of the
ID on error rate (F (3, 36)=15.359, p<.001, η2p=.561).

We found no significant two-way interaction effect between tech-
nique and height (F (1.798, 21.570)=2.685, p>.05, η2p=.183).

4.3 Error Distance
The results for the error distances, between the center of

each sphere and the finger position during selection, are illus-
trated in Figure 5(c). We found a significant main effect of



Figure 6: Effective throughput metric combining errors and
movement time: The horizontal axis shows the target height,
and the vertical axis shows the movement time. Higher
throughput is better. The error bars show the standard error.

technique (F (1, 12)=5.115, p<.05, η2p=.299) on the error dis-
tance. Subjects made significantly larger errors when using 2D
touch (M=0.91cm, SD=0.62cm) in comparison to 3D selection
(M=0.70cm, SD=0.35cm).

The results show that the error distance for the height dif-
fers significantly (F (1.419, 17.032)=34.99, p<.001, η2p=.745).
Post hoc tests revealed that subjects made significantly larger er-
rors when objects were displayed with heights of 15cm (p<.05)
or 20cm (p<.001) in comparison to 0cm. As expected, we
found a significant main effect of the ID on error distance
(F (1.28, 15.361)=5.669, p<.03, η2p=.321).

We found a significant two-way interaction effect between tech-
nique and height (F (1.427, 17.120)=11.293, p<.002, η2p=.485).
Post hoc tests revealed that subjects made significantly larger er-
rors with 2D touch than 3D selection when objects were displayed
with a height of 20cm (p<.01). We found no significant difference
between the techniques for lower heights.

4.4 Effective Throughput
The results for the effective throughput are shown in Figure 6.

We found no significant main effect of technique (F (1, 12)=1.658,
p>.05, η2p=.121) on throughput. The average throughput during
the experiment was M=3.11bps (SD=1.29bps) for 2D touch, while
3D selection had M=3.30bps (SD=0.98bps).

The results show that the throughput for heights differs sig-
nificantly (F (1.696, 20.358)=71.995, p<.001, η2p=.857). Post
hoc tests revealed that throughput was significantly reduced when
objects were displayed with heights of 10cm (p<.05), 15cm
(p<.001) or 20cm (p<.001) in comparison to 0cm. As ex-
pected, we found a significant main effect of the ID on throughput
(F (3, 36)=8.083, p<.001, η2p=.402).

We found a significant two-way interaction effect between tech-
nique and height (F (2.408, 28.898)=23.979, p<.001, η2p=.666).
Post hoc tests revealed that throughput was significantly higher
with 3D selection than 2D touch when objects were displayed with
a height of 20cm (p<.05). In addition, we found a trend that the
throughput was also higher with 3D selection for objects displayed
with a height of 15cm (p<.08). In contrast, we found the inverse
trend for objects displayed with a height of 5cm (p<.07). Here,

throughput for 2D selection was higher. We found no significant
difference between the techniques for lower heights.

4.5 Modeling
Fitts’ Law can also be used as a predictive model, by regressing

movement time on index of difficulty. We performed this analysis
for both techniques at the five different heights. The regression
lines for movement time are presented in Figure 7. The predictive
quality of the model (as expressed by χ2 values) is very high for
2D touch (for heights 0cm to 20cm χ2=0.18, 0.06, 0.006, 0.04,
and 0.037) and for 3D selection (for height 0cm to 20cm χ2=0.10,
0.06, 0.08, 0.24, and 0.01).

4.6 Questionnaires
Also the results were normally distributed according to a

Shapiro-Wilk test at the 5% level. Before and after each of the
2D touch and 3D selection conditions, we asked subjects to judge
their level of simulator sickness and visual discomfort. Results
were analyzed using paired-samples t-tests. For simulator sick-
ness, we found a significant difference between the two condi-
tions (t(13)=2.86, p<.02), with an average increase of mean SSQ-
scores of 5.61 (SD=16.15) for the 2D touch technique, and 12.16
(SD=12.77) for 3D selections, which may be explained by miss-
ing physical support during 3D selections (cf. [8]). We found
no significant difference (t(13)=0.16, p>.05) for the asthenopia
questionnaire between the two techniques, but we observed a gen-
eral before-after increase in visual discomfort for both 2D touch
(M=0.18, SD=0.37) and 3D selection (M=0.19, SD=0.33). Again,
the results do not exceed typical effects in stereoscopic display en-
vironments. For the reported sense of feeling present in the vir-
tual scene, we did not observe a significant difference (t(13)=0.60,
p>.05) for mean SUS-scores for 2D touch (M=3.92, SD=1.15)
and 3D selection (M=4.08, SD=1.14). Both scores indicate a
high sense of presence. We did not find a significant difference
(t(13)=0.15, p=.88) between 2D touch (M=2.85, SD=0.43) and
3D selection (M=2.92, SD=0.56) on the mean five general usability
criteria scores learnability, efficiency, memorability, errors, and sat-
isfaction. Individual usability scores for 2D touch respectively 3D
selection were (M=3.15 & M=3.00) for learnability, (M=3.54 &
M=3.29) efficiency, (M=3.08 & M=3.43) memorability, (M=2.31
& M=2.71) errors, and (M=2.46 & M=2.00) for satisfaction. We
could not find any significant differences between 2D touch and
3D mid-air selection for these metrics. We found no significant
difference (t(13)=0.46, p>0.05) between 2D touch (M=10.44,
SD=3.27) and 3D selection (M=9.91, SD=3.07) for the NASA
TLX mental workload questionnaire scores.

At the end of the experiment, we collected additional subjec-
tive preferences in an informal debriefing session. One subject re-
marked here notably:

“Selecting low objects was much easier on the surface – though it
seemed counterintuitive at first!”

This comment was representative for many responses regarding
the 2D touch technique. All but one subject preferred touching
through 3D objects for objects close to the display surface.

5. DISCUSSION
The results from the Fitts’ Law experiment reveal distinct char-

acteristics of the 2D touch and 3D mid-air selection techniques,
which impact their performance and applicability for interaction
with objects displayed stereoscopically at different parallaxes. For
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Figure 7: Models for (a) 3D mid-air selection and (b) 2D touch selection: solid lines are regressions of the measured movement time
for the five target heights.

3D objects displayed up to 10cm above the display surface, touch-
ing objects in 2D on the surface by touching “through” the stereo-
scopic projection outperforms 3D mid-air selection in all consid-
ered metrics. Since much research has shown that 3D mid-air selec-
tion of virtual objects suffers from low accuracy and precision [8],
e. g., due to visual conflicts, including vergence-accommodation
mismatch, diplopia, and distance misperception [11], it is a promis-
ing finding that the reduction of 3D selection tasks to 2D input
with the 2D touch technique can improve performance for table-
tops with stereoscopically displayed objects. However, while inter-
actions with both techniques are equal for objects at 0cm height, the
results also show that the performance for the 2D touch technique
decreases drastically for large negative parallax in comparison to
3D mid-air selection. At 20cm height, 2D touch performance is
less than half in terms of throughput compared to performance at
the screen. 3D mid-air selection performance drops much more
slowly, decreasing only by about 30% at 20cm height.

For scenarios with stereoscopic visualization on (multi-)touch
surfaces, the findings are still encouraging. They suggest that inter-
active 3D objects do not have to be constrained at the zero-parallax
level, but may deviate up to 10cm before performance with the
2D touch technique is significantly degraded. For such distances,
touch input is a good choice. Overall, our results show that it is
indeed possible to leverage stereoscopic distance and interposition
cues over a considerable range in touch-sensitive tabletop setups
for improved spatial understanding of virtual data sets.

In our experiment, we compensated for different viewer heights
by raising all subjects to a consistent head level. We did this to
compensate for the potential confound that a lower viewpoint has a
smaller 3D view volume due to (relatively) earlier clipping by the
far and near sides of the display. In future commercial systems,
we expect that stereoscopic touch tables could be height adjusted
to accommodate for the height of each user.

In summary we suggest the following guidelines for the real-
ization of touch interaction in 3D stereoscopic tabletop setups: For
tabletop setups using the 2D touch technique, interactive virtual ob-
jects (e. g., buttons or other elements of graphical user interfaces)
should not be displayed more than 10cm above the interactive dis-
play surface. Above that, the disadvantages outperform the benefits
and 3D interaction techniques should be used.

6. CONCLUSION AND FUTURE WORK
In this paper we compared interaction techniques for tabletop

setups with stereoscopic display. We analyzed the differences be-
tween 3D mid-air selection and a technique based on reducing the
3D selection problem to two dimensions by touching “through” the
stereoscopic impression of 3D objects, i. e., a 2D touch on the dis-
play. The experimental results show a strong interaction effect be-
tween input technique and the stereoscopic parallax of virtual ob-
jects for all performance metrics, including movement time, errors,
and effective throughput. Our main findings are:

• The 2D touch technique outperforms 3D mid-air selection
for objects up to ca. 10cm height above the display surface.

• 3D mid-air selection is a better alternative for higher targets.

• Performance decreases faster for the 2D touch technique than
for 3D selection with increasing height of virtual objects.

The results are encouraging for stereoscopic visualization in fu-
ture touch-sensitive tabletop setups, since no additional tracking
technology is needed for objects with small negative parallax. Re-
cent sensing technologies for finger poses above display surfaces
(e. g., Leap Motion [3]) will thus realize their benefits mostly only
for objects at least about 10cm above the surface.

As a direction for future work, we cannot yet tell if these results
hold for portable setups, where the orientation of the touch sensitive
surface can change during interaction. We will pursue this topic to
design more compelling user experiences as well as effective user
interfaces for touch-sensitive stereoscopic display surfaces.
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