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Abstract. Augmented reality systems show virtual object models over-
laid over real ones, which is helpful in many contexts, e.g., during main-
tenance. Assuming all geometry is known, misalignments in 3D poses
will still occur without perfectly robust viewer and object 3D track-
ing. Such misalignments can impact the user experience and reduce the
potential benefits associated with AR systems. In this paper, we im-
plemented several interaction algorithms to make manual virtual ob-
ject alignment easier, based on previously presented methods, such as
HoverCam, SHOCam, and a Signed Distance Field. Our approach also
simplifies the user interface for manual 3D pose alignment in 2D input
systems. The results of our work indicate that our approach can reduce
the time needed for interactive 3D pose alignment, which improves the
user experience.

Keywords: 3D User Interfaces, 3D Pose Alignment, Augmented Reality
Interaction, Orbiting, 3D Navigation

1 Introduction

Augmented Reality (AR) systems show the viewer virtual geometry overlaid
over the real world. There are many applications of this technology, including
entertainment, medicine, education, training, commerce, and maintenance [1].
In many of these areas using an AR application can decrease the cost, time, and
effort required to perform tasks. On the other hand, there are still many limi-
tations of AR technologies, which can affect the performance of the application
and also negatively impact the user experience. In this work, we present several
methods that improve the user experience in situations when the tracking in AR
systems fails. To accurately and robustly visualize virtual objects superimposed
over real ones, AR systems depend on knowing the 3D poses of both the viewer
and the objects in the environment. Many different 3D tracking technologies
exist, yet, none of the contact-less options for 3D tracking is known to be 100%
robust.
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Most 3D tracking systems that use cameras or optical sensors can be affected
by light sources, varying lighting levels, resolution, and/or occlusion issues. In-
ertial measurement units (IMUs) can measure the motion of the viewer (or the
object), but are prone to drift. Combining multiple tracking systems can in-
crease robustness, as demonstrated by many current commercial systems. Yet,
even those systems that use combinations of tracking technologies are not 100%
robust in practical application scenarios, especially in outdoor environments.
This manifests as occasional “glitches” in tracking, where the overlay does not
match the real world. If tracking does not recover on its own, the only option
is then for the user to manually correct the pose of the overlay, which requires
at least specifying the pose of the virtual content by control of the 3D position
and 3D orientation. In this case, the user has to manually adjust the six degrees
of freedom (6DoF) of the pose (3D position + 3D orientation). While näıve ap-
proaches for this task afford direct manual control over all 6DoF, this also leads
to a complex user interface that requires training and strong spatial cognition
skills.

Many AR applications, including maintenance, focus on a restricted scenario
where the user looks at a single object with known geometry, with information
or a virtual model overlaid on said object [2].

However, the target real-world object might not always be completely visible
to the tracking camera, especially if the user is close to the object. In this case,
the tracking camera on the AR system can be used to recognize the (relative)
pose of the object through a variety of methods, including attaching one or more
markers to the target object or detecting features of the object. Then, the system
first detects specific features in the images, and by using these features, derives
the pose of the real object.

With feature-based algorithms, specific features of the object are detected in
the image, and the pose of the object is computed based on these features. One
approach to this is to anchor the features of the real world object to the virtual
one to derive the pose of the real object relative to the camera, an approach used
in many computer vision systems [3, 4]. In general, marker-less approaches are
preferred, as the object does not have to be instrumented with markers, which
can interfere with real-world usage.

Regardless if markers are used or not, current computer vision algorithms
are not always robust and can fail to detect the real object pose accurately. This
applies to all current AR systems, regardless if tracking is outside-in or inside-
out, especially in outdoor scenarios. Changes in the environmental conditions,
such as lightning, the noise in the system, e.g., due to resolution or timing limits,
or visibility/occlusions issues, can affect the performance of the pose tracking
algorithm in terms of accuracy and can cause the tracking to temporarily fail
in unpredictable ways [5–7]. Sometimes the tracking system is able to quickly
recover on its own, but this is also not always guaranteed [8–10].

In scenarios where the the object that the user is interested in is large enough
so that it does not fit into the camera view, tracking algorithms can fail even more
easily, since the computer vision method may not be able to detect anchoring
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points and then match them to the virtual model. Or the computer vision system
might not have enough information to recognize all relevant poses [11].

One scenario where this can occur very easily is when the user stands close
to a large object, such as a 300 meter long container ship, which features large,
featureless surfaces, e.g., along the side of the ship [12, 13]. Consider here the
case when the user is (say) 1-2 meters away from the ship’s side, looking directly
at it to inspect some new damage. In this situation, any camera facing in the
viewing direction will see very few features.

Also, because the user is so close to the side of the ship, even the silhouette
may not be distinct enough to detect the relative pose, if said silhouette is even
visible in the field of view of the camera (and it is typically not). This naturally
limits any computer vision-based approach. While one can temporarily rely on
IMUs to compensate for a loss of camera-based tracking, IMU-based approaches
drift too much to make this a practical solution for more than a few seconds.
In the ship inspection scenario accurate, robust pose tracking is thus a very
challenging problem that has no known solution.

When the anchoring algorithm of the tracking system fails in such scenarios,
one approach that can help here is if the user can interactively adjust the pose
of the virtual (overlaid) model in the AR system to match reality better. One
interesting application scenario is to use a mobile device, such as a tablet, as the
AR viewing device, i.e., as a “window” to see the virtual content. Still, a tablet
provides only a 2D input surface, to afford control over all 6DoF. In such cases,
the AR system can benefit from advanced user interface methods that simplify
the interaction by reducing the need to specify all 6DoF directly for matching
the alignment of the virtual model to the real world, which then also improves
the user experience.

The goal of this paper is to present and test algorithms that improve the
user experience when vision-based algorithms, such as anchoring-based ones,
fail to track the target object. In the current maintenance applications, when
the anchoring algorithm fails, the user then has to manually match the virtual
and real world object to be able to use the AR system. Moreover, such pose
matching needs to happen through the 2D tablet screen, and thus, 2D interaction
methods, even though adjustments in more than 2DoF are typically required.
Our objective is to simplify the user interface of the AR system to make it easier
for a user to quickly match the poses of the a virtual and real object.

In this paper, we focus on a scenario where a computer vision-based tracking
method fails in some way in an tablet-based AR context and where the user then
has to interactively adjust the pose of the virtual model. The rest of the paper
is organized as following: in the second section, we describe a use case for the
given problem, followed by an explanation how we stabilized the tracking of the
virtual objects in the third section. The fourth section describes the degrees of
freedom restriction methods we added to simplify the user interface. In the fifth
section we discuss the presented methods, followed by the conclusion.
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2 Use case

In this paper, and as exemplar large object, we focus on maintenance scenarios
for a commercial passenger airplane [14], more than 30 meters long, 30 meters
wide, and 12 meters high. We also ignore the particulars of the computer vision-
based tracking method and consider only the design of the user interface for
aligning the virtual model in the occasional situations when the computer vision
method fails to accurately detect the pose of the object. We implemented our
system in Unity for an AR tablet.

3 Stabilizing the tracking

As airplanes are usually in a known orientation on the flat ground surface when
they undergo maintenance, it is reasonable to assume that the aircraft does not
have any rotation along the roll (side-to-side axis) or pitch (front-to-back axis)
axes [15]. Since we also know already that the pose of the object is currently not
automatically detectable, the user can only rely on the 6DoF IMU tracking.

Since state-of-art AR tablets have an embedded 6 DoF IMU, it is possible to
use the rotation data of the tablet to stabilize the virtual object pose. However,
the 6 DoF IMU data on tablets is typically noisy, and thus requires filtering be-
fore the data can be used for overlaying the virtual content in the AR system. As
we know that the user is holding the tablet in their hands, we use the One-Euro
filter to stabilize the virtual object rotation, which is appropriate for interactive
applications.

3.1 One-Euro Filter

The One-Euro (1€) filter is a user-centred, low-pass filter designed to work ef-
ficiently with human movement speeds [16]. The One-Euro filter is also a fast
algorithm that can predict a virtual objects’ position with less delay compared
to other methods, such as a Kalman filter. Compared to other algorithms, it
also yields better performance in terms of mean error distance for tracking ap-
plications and significantly reduces battery consumption. These features of the
One-Euro filter motivated us to implement this algorithm for our scenario, see
Figure 1.

Our AR system uses the 9 DoF data received by the tablet’s IMU and com-
pass. This data is subject to jitter, which can have detrimental effects on the
user experience and tracking accuracy [17–21]. We filter the tablet pose with the
One-Euro filter, as this method also features minimal lag. The implementation
of this algorithm requires fine-tuning of the filter coefficients. Each tablet and
application scenario typically requires their own calibration coefficients based on
the performance of the AR system, but this is usually fairly easy to do.

After we fine-tuned the filter algorithm, we used it to rotate the virtual object
in the inverse direction of the filtered tablet IMU data. For instance, if the tablet
is rotated 30 ◦ along an axis, we rotate the virtual object image -30 ◦, which
stabilized the virtual object.
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Fig. 1. Using the IMU data provided by the tablet, our AR system stabilizes the
rotation of the virtual plane.

4 Restricting the Degrees of Freedom

Restricting the degrees of freedom makes it easier for users to interact with an
object in a virtual environment, e.g., by locking distinct position or orientation
axes, or by limiting the speed of change [22–24]. Various approaches have been
used in 3D environments where the user only needs to control two or fewer DoFs
at a time with the current input mapping.

Such methods allow users to interact with a 3D virtual object with 2 DoF
input, e.g., on the 2D screen of a AR tablet. In our use case, we considered the
situation where the user looks at the real world object from a previously known
distance. For simplicity, we used the final distance between the tablet and the
target object from the vision-based anchoring algorithm, just before it failed.

Thus, in this paper, we restrict the DoFs by allowing users to orbit around a
virtual object. In contrast to näıve orbiting approaches that simply keep the user
at a given distance from the center of the object, we use approaches that keep the
distance between the user and the surface of the object constant. This class of
approaches has been shown to improve the user experience, as the view roughly
corresponds to how a user would move around an object to inspect it. It also
avoids that the user accidentally orbits into an object, e.g., when the user was
standing close to the body of the aircraft, but after orbiting can find themselves
inside the fuselage, an aircraft engine, or the wing, which is undesirable.
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4.1 HoverCam

HoverCam is a navigation method for orbiting the camera around an object,
while keeping the distance between the camera and the virtual object con-
stant [25], which enables the viewer to maintain a reasonable view of the object
(Figure 2).

This is particularly relevant for airplanes, which are non-convex objects with
long protrusions (such as the fuselage and the wings). For such objects, näıve,
i.e., object-center-based orbiting methods require the user to constantly adapt
the distance, as they may otherwise orbit through a wing or may need to move
closer to the side of the aircraft to be able to see sufficient detail. HoverCam
avoids this issue by maintaining a constant distance from the object [25].

During orbiting at a constant distance to the object surface with HoverCam,
the user only has to focus on movement along two directions (Figure 2), horizon-
tal and vertical. We map horizontal and vertical finger drag movements to the
corresponding orbiting motions for the virtual object. For simplicity, we typically
use the distance to the surface based on the outcome of the computer vision-
based tracking algorithm before the tracking was lost, i.e., the last valid distance
value. However, this requires that the tracking algorithm reliably reports when
it looses tracking, which is not always the case.

To address this issue, the user can simply adjust the distance to the virtual
object with the traditional two-finger pinch-to-zoom in gesture in our 2D AR
tablet system, which is mapped to moving the camera directly towards (and
away) from the object surface that the camera faces.

In essence, our implementation of the HoverCam method enables the user
to orbit at user-defined distances, while still maintaining a constant viewing
distance and avoiding collisions with the object. Given that there are only two
interaction methods (dragging and pinch-to-zoom), this greatly simplifies the
user interface for aligning the virtual object in the AR view.

4.2 SHOCam

While HoverCam generates overall a reasonable orbiting path around the object,
this method suffers from motion artifacts at corners and concavities of the virtual
object, which can reduce the quality of the visual experience (Figure 2).

Thus, we also implemented SHOCam [26], an improved version of the Hover-
Cam method, which still maintains all properties of the HoverCam method. Yet,
for rotation around corners or within concavities, SHOCam provides a smoother
result than HoverCam (Figure 2), which is more visually pleasing. Given that
SHOCam provides a smoother camera motion, this results in a better visual and
user experience during interaction compared to HoverCam. These features also
make SHOCam less error-prone.

4.3 Implementation Issues with HoverCam and SHOCam

Both HoverCam and SHOCam require distance computations for the virtual
model. We initially tried different physics libraries for Unity, including HAVOK,
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(a) (b)

(c) (d)

Fig. 2. Results for an example scene results with the SHOCam and HoverCam algo-
rithms. In this scene, the distance between the user and the plane is fixed at 2 meters.
When the camera moves around the plane, the algorithm maintains this distance be-
tween the camera and the closest point of the virtual model.

which was too slow, the Unity Physics Package, which was not sufficiently stable,
and Unity’s Data-Oriented Technology Stack (DOTS) library, which exhibited
lag during the interaction. We settled on the the Unity Physics Library, as it
performed best overall. Yet, this library supports only convex meshes with up
to 255 triangles, far below the complexity of our virtual aircraft model.

The limitation of DOTS to convex meshes (such as the convex bounding
polyhedron for the wing shown in Figure 3-1), but not the true non-convex
3D model mesh (Figure 3-2), creates a position-recognition problem for both
HoverCam and SHOCam.

Both methods send a ray from the camera to the virtual object, and detect
the collision point with the convex mesh, but not the object itself (Figure 3-
3). This creates a bias in the virtual object position for the non-convex object
(Figure 3-4). This could lead to false positives, which increases frustration and
thus decrease the quality of the user experience.

To address this problem, the virtual aircraft’s 3D model could be split into
convex sub-objects, each with less than 255 triangles (Figure 3-5). This would
enable the user to follow the surface of the virtual object smoothly with Hover-
Cam or SHOCam. The necessary splitting could either be done manually, which
is laborious, our automatically. Yet, algorithms to compose complex meshes into
convex subparts have their own challenges, including the fact that they can gen-
erate (too) many subparts for non-convex curved portions of a model.This leads
to a more complicated model hierarchy in Unity, and makes the system more
error prone during the developing.
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Fig. 3. Issues with the polyon mesh that restrict implantation of HoverCam and
SHOCam in Unity. The 3D model of the plane wing is shown with orange lines and the
convex bounding collider with green lines. In location #1 the 3D model and convex
mesh collider both match. At #2, the mesh collider and virtual object occupy the same
position, but since the mesh collider is convex, the green line and orange mesh do not
match. In this case, HoverCam and SHOCam cannot compute the correct distance.
Another example is shown at #3, where a white sphere is over the green line, while it
supposed to be attached to the orange one. In location #4, it is possible to see a correct
distance calculation, i.e., the 3D model and mesh collider occupy the same position,
so that sphere is over both 3D model and mesh collider. As a proposed solution, a
cut through the model along the red line between #4 and #5 could be used to divide
the wing into two different virtual objects, both of which are (roughly) convex). This
would allow to create (approximately) convex mesh colliders so that algorithm is less
error prone. At show through this principle, modeling either only convex 3D objects or
subdividing them into smaller objects can reduce the errors in distance calculations.
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Additionally, SHOCam and HoverCam’s accuracy has recently been chal-
lenged in studies that use these methods for Virtual and Augmented naviga-
tion [27]. Thus, and to increase the accuracy of our AR system, we decided to
implement another method based on signed distance fields.

4.4 Signed Distance Field

The limitation to convex meshes for our initial HoverCam and SHOCam imple-
mentations forced us to transition to an algorithm that is independent of Unity’s
technical limitations. Thus, we decided to adopt a method based on a Signed
Distance Field [28]. In Computer Graphics, a signed distance field specifies the
distance to the nearest surface at every point in space and often used to improve
the shading around a virtual object, as the impact of the light reflected from the
virtual object can be approximated based by the distance between the virtual
object and the space around it [29].

For this paper, we used a signed distance field to calculate distance values
and gradients around the virtual aircraft object, similar to the computation
in SHOCam Figure 3. In the bottom right of Figure 3, each line represents a
constant distance from the virtual object’s surface.

To integrate the signed distance field (Figure 4) into our system, we used
a Python script with the igl library [30] on a desktop computer, which pre-
computes the distance field and then communicates individual distance mea-
surements at the current viewpoint location over UDP to the software on the
tablet. We also tried the Fast Winding Numbers method, which uses a similar
approach but was designed to also support point clouds [31]. However, the Fast
Winding Number method was not as fast as we expected and the corresponding
lag reduced system responsiveness. Thus, we did not include this method in our
system.

On the positive side, compared to the original HoverCam and SHOCam meth-
ods, the signed distance field yielded more precise and accurate distance values,
especially in areas where the mesh is more complex, such as around the engine
Figure 5-a or small protrusions on the fuselage’s surface Figure 5-b.

Since this methods provides a more accurate value for the distance between
the tablet and the virtual object, it also allows the user to work more accu-
rately with the virtual model, i.e., make annotations on the virtual model that
correspond accurately to the damage to the real object. This improves the user
experience and also enables a better maintenance-related workflow.

5 Discussion

In this paper, we presented an AR system that improves the user experience in
situations where a computer vision-based anchoring/tracking algorithm fails. In
this situation, our user interface enables the user to quickly adjust the position of
the virtual model to match the real one. This is particularly relevant for scenarios
that involve the maintenance of large objects supported by AR systems [32]. We
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Fig. 4. Software architecture of the AR system for integrating a signed distance field.
Since we used a Python library on a desktop for the signed distance field computation
and lookup and Unity on the AR tablet to interact with the virtual objects, we used
UDP to communicate between two parts of the system. We send the current camera
position from the Unity application on the tablet to the Python code, the Python code
then retrieves the distance value for that position from the signed distance field, and
subsequently sends this result to the Unity application on the AR tablet.

(a) (b)

Fig. 5. Illustration of situations where the signed distance field yields more accurate
results. a) The cavity associated with the turbine of an aircraft engine (facing upwards
in the image) is highly non-convex. Methods based on convex geometry either “fill in”
this cavity or need to decompose the engine into hundreds of individual convex parts.
The signed distance field provides accurate results in this region. b) Similarly, a small
antenna attached to the fuselage is again a non-convex part. The signed distance field
again provides reliably distance values around such a small non-convex part of the
aircraft.
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tested our approach with a virtual model of an airplane and showed that the
proposed methods are useful in a AR context.

Our most significant contribution is this paper was to apply a Computer
Graphics algorithm to compute a signed distance field to support an orbiting
technique within a 3D user interface on an AR tablet. Signed distance fields are
mostly used in real-time rendering [33] and computer vision [34]. We thus also
extend the utility of such algorithms to 3D user interfaces, where the results
improve the user experience and make the AR system overall more robust.

Moreover, in this paper, we re-implemented two different previously presented
algorithms for desktop systems, HoverCam and SHOCam, in Unity 3D and used
them in a AR tablet application, where the virtual objects are posed in 3D. The
SHOCam algorithm had been previously tested on a large displays and thus this
work also supports the use of such Computer Graphics algorithms to improve
the user experience during 3D interaction.

Finally, we applied the One-Euro filter, a method to decrease jitter and delays
in a interaction software, within our system. We used this algorithm to decrease
the jitter generated by the IMU of the AR tablet and stabilize the virtual object
position when the tablet is rotated.

Overall we created a mobile AR application that can be used on a AR
tablet to the improve user experience when the computer vision-based anchor-
ing/tracking algorithm fails. In such cases, our method enables the user to quickly
and simply fix the pose of the virtual model so they can continue using the AR
application, e.g., to annotate the virtual model to record some damage to the
real object.

6 Conclusion

In this paper, we implemented four different algorithms to improve the user ex-
perience in a AR tablet aircraft maintenance application, to better deal with
situations when a tracking algorithms fails to identify the correct camera and/or
object pose. We first suggest using the One-Euro filter to stabilize the virtual air-
craft’s pose vertically and horizontally when the tablet cannot acquire positional
data from the tracking method.

When no reliable tracking information is available, we also proposed to use
our implementation of the HoverCam and SHOCam methods, which allow the
user to directly control the virtual object’s pose through the surface of the tablet,
to limit the movements to orbiting the virtual model along two dimensions. We
also verified that SHOCam improves the visual experience during AR inspection
over HoverCam.

Finally, we used a signed distance field to compute more accurate distance
values and gradients even in the presence of non-convex or complex shapes, e.g.,
in areas with small protrusions on the plane’s fuselage. This made orbiting more
robust and addressed the restrictions of Unity’s distance calculation methods
through an external Python script.



12 Batmaz and Stuerzlinger

From our initial evaluations we find that our proposed methods reduce the
time needed for interaction with an AR tablet maintenance system when the
anchoring algorithm for large objects fails, which improves the user experience .

7 Future work

In the future, we are planning to merge our proposed solution with a real-world
aircraft AR tablet application and to tune the algorithms based on the real world
experience. For instance, the current One-Euro filter coefficients are tuned only
for stabilizing the virtual object, without considering the data from the DoF
restriction algorithm. A future improvement is to integrate both solutions better
by changing the corresponding One Euro Filter coefficients.

Moreover, we did not run a vision-based tracking algorithm on the tablet we
used in our work, which means that we did not account for any restrictions in
terms of computation due to the presence of the tracking algorithm. Depending
how a tracking algorithm performs, one may have to re-consider the chosen user
interface algorithm. For instance, even though the SHOcam method improves the
visual experience, using HoverCam could lead to better interactive performance
due to limitation in terms of computational power of the used tablet.

We also plan to implement our approach for AR headsets, such as Hololens
2, to make it easier to interact with a virtual object that needs to match a
real one within the context of the AR scenario. AR headsets would also allow
users to interact with the objects in mid-air, which would provide the interaction
with virtual objects in the third dimension, i.e., visual depth. In this case, we
will likely need additional interaction methods to also allow the corresponding
adjustments.
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