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ABSTRACT

During the complex process of motor skill acquisition, novices
might focus on different criteria, such as speed or accuracy, in their
training. Previous research on virtual reality (VR) has shown that
effective throughput could also be used as an assessment criterion.
Effective throughput combines speed, accuracy, and precision into
one measure, and can be influenced by auditory feedback. This pa-
per investigates through a user study how to improve participants’
effective throughput performance using auditory feedback. In the
study, we mapped the speed and accuracy of the participants to
the pitch of the auditory error feedback in an ISO 9241-411 multi-
directional pointing task and evaluated participants’ performance.
The results showed it is possible to regulate the time or accuracy
performance of the participants and thus the effective throughput.
Based on the findings of our work, we also identify that effective
throughput is an appropriate assessment criterion for VR systems.
We hope that our results can be used for VR applications.
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1 INTRODUCTION

Virtual Reality (VR) systems using Head-Mounted Displays (HMDs)
enable a user to immerse themselves into a virtual environment
(VE), where the virtual content has been set up in advance by a
designer [40]. Such VR systems also permit users to interact with vir-
tual objects in the VEs. Since immersive VEs afford easily adjustable
scenes, including changing the illumination, the wind direction,
or audio feedback, they are nowadays frequently used as training
systems. Moreover, VR systems typically include input devices de-
signed to support data collection around user interactions and thus
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support user performance assessment. Work on other types of train-
ing systems has relied on the use of external measurement tools,
such as external inertia measurement units, cameras used to record
the position of the users’ hands, and image processing algorithms
to detect the trajectory of hand motions. In contrast, to collect user
data in a VR-based ball play training simulator, it is sufficient to
use the sensors embedded in VR controllers to collect the required
data. Moreover, VR systems can display a realistic training scenario
that can be repeated in safe environments, such as in the trainee’s
home, as often as the training requires, without exposing trainees
to potentially risky conditions, such as hazardous weather.

VR training systems have previously been studied in different
fields, including surgery [15, 39, 48], hockey [51], skiing [46], and
maintenance [22, 61]. Most of these fields require strong eye-hand
coordination. Today, eye-hand coordination training systems and
the associated trainee performance assessment are frequently used
in such fields to improve the trainees’ reaction time, which is corre-
lated to attentional and cognitive functions. Some of these eye-hand
coordination systems, such as Nike SPARQ [45] or Batak [52], are
used to increase the trainees’ motor performance by decreasing
their reaction time while maintaining reasonable accuracy. Actions
requiring fast and accurate hand movements, such as hitting a ball
in volleyball, reaching the puck in hockey, putting the tool-tip of a
surgical instrument into the correct location, or reaching a valve in
firefighter training, are additional areas where eye-hand coordina-
tion training has been shown to be useful to increase performance.
Such training can be also used for medical purposes, such as for
stroke patients [58].

Recent work investigated eye-hand coordination training sys-
tems with VR HMDs to analyze human performance through Fitts’
law [21]. Results showed that VR eye-hand coordination training
systems have great potential as an alternative to real-world training
approaches and motor performance in such systems conforms to
Fitts’ law [8]. In one such VR-based eye hand coordination training
system [10], the authors changed the pitch of the auditory feedback
when the participants made an error. Their results revealed that
it is possible to affect participants’ performance in terms of time,
error rate, and/or throughput by changing the frequency of the
sound feedback. However, they did not investigate how auditory
feedback can be used to help users focus on a specific assessment
criterion, such as accuracy.

Here, we use the term error as in previous Fitts’ law studies,
i.e., when the participants miss the target like selecting a location
outside of the target area [21]. Such errors affect users’ precision
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and overall performance. In this paper, we focus not only on time or
precision but also on increasing participants’ effective throughput
with auditory feedback.

Previous work (e.g., [4, 7, 10]) has shown that receiving audi-
tory feedback with different pitches can affect user performance in
eye-hand coordination training and Fitts’ tasks in VR HMDs. For
example, when users made an error in a Fitts’” task, Batmaz and
Stuerzlinger [10] demonstrated the effect of different frequencies
with computer-generated sounds as auditory feedback on user per-
formance. Most of this previous work has focused on the effect
of discrete sound for auditory feedback but the use of continuous
sound auditory feedback in VR training systems has received little
attention. Moreover, there is an inherent trade-off between speed
and accuracy in a Fitts’ task. Although previous research has shown
that training efficiency is higher when novices’ focus is on precision
[4, 5], in most of this previous work participants often were not
instructed if they should focus on their speed or accuracy in a task.
In addition, they may have used different execution strategies to
complete a task, depending on how participants interpreted the
instructions given to them, which feedback they received, or how
their performance was measured [5].

This work extends previous research on the effect that pitch has
on auditory feedback [7, 10] through a user study to investigate two
different auditory feedback methods, discrete and continuous, and
understand their impact on the user motor performance in an eye-
hand coordination training task. Our study mapped participants’
speed and accuracy to the pitch of the auditory error feedback.
The results showed that participants could be encouraged to focus
on different task execution strategies, such as a focus on accuracy
or speed, through auditory feedback and that it is possible to al-
ter user performance by mapping sound frequency to the desired
assessment criterion.

In short, we present the following contributions:

o The design of appropriate mappings of continuous auditory
feedback and their experimental evaluation through a study
with the ISO pointing task to identify how such feedback
can help users to focus on different task execution strategies.

e Suggestions for the design of continuous auditory feedback
to help trainees focus on different task execution strategies
in VR training systems.

2 RELATED WORK

In this section, we discuss previous work on Fitts’ law, auditory
feedback, and training strategies.

2.1 Fitts’ law

Fitts’ law is a mathematical model for rapid, aimed human move-
ments [21] in Human-Computer Interaction research. MacKenzie’s
formulation of Fitts’ law is shown in Equation 1 [35]:

A
MovementTime (MT) = a+b * log, (W + l) =a+bxID (1)

In Equation 1, A and W are the target distance and target size,
respectively. The log term in the equation represents the task dif-
ficulty, or the index of difficulty, ID. The coefficients a and b are
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empirically derived via linear regression. We also use the ISO 9241-
411:2012 [27] effective throughput as assessment criterion:

Throughput = ( 2)

In Equation 2, movement time is the task execution time for each
trial and ID, is the effective index of difficulty, with accounts for
the effect of the combination of user accuracy and precision in ISO
pointing tasks [27]:

ID,
MovementTime

A
D, = log, (We + 1) )
e

According to ISO 9241-411, ID, represents the “measure of user
precision achieved in accomplishing a task” [27]. In Equation 3, the
effective target distance A is the real distance traversed to execute
the task, and W, is the effective target width, calculated as W, =
4.133 X SD,, where SDy is the standard deviation of the distance
between the target center and the selection coordinates projected
onto the task axis (called x), i.e., it is a uni-variate formulation
that does not account for deviations in the direction orthogonal to
the main task direction. SDy represents the accuracy of the task
execution [27, 36, 37].

In this work, we use the ISO 9241:411 multidirectional point-
ing task with accuracy, precision, and throughput measurements
to assess the performance of the participants. Previous work has
shown that effective throughput can be used to analyze the motor
performance of the users [59].

2.2 Effect of auditory feedback on motor
performance

Sound and pitch play an important role in physical actions and
can change people’s behaviour [20, 34]. For instance, Ley-Flores
et al. [34] demonstrated that auditory feedback can alter human
movements. Still, previous studies in body movement research
showed that changing the pitch does not increase the performance
in terms of moving the body to the desired position, but instead
reduces the ability to judge a limb position accurately.

Similarly, user performance can potentially be affected by any
change in perceptual information [55]. Specifically, in VR systems,
users perceive the VE via visual, haptic, and auditory feedback.
Thus, auditory feedback is a critical component that can affect
users’ experience and their performance. Previous work has shown
that auditory feedback could affect users’ reaction time [47] and
that it reduces target acquisition times [44, 49, 50]. Also, Dhruv et
al. [28] explored the accessibility of auditory feedback in VR.

As in previous work [23], we define discrete auditory feedback
as a short sound used as feedback to make the user aware of the
state of the task, e.g., a short ‘bing’ when the user misses a target.
Continuous auditory feedback plays sounds for longer periods as
a stimulus, to make the user aware of continuous changes in a
relevant variable, such as proximity to an ideal location [23].

Some studies have also used auditory error feedback as a signal
to remind participants they made errors and need to improve their
performance [30, 31, 54]. Konttinen et al. [31] mapped user move-
ments to the pitch in a shooting task, and their results showed that
users made fewer errors when receiving higher frequency auditory
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feedback. Similarly, other work mapped user deviations in rowing-
type movements to auditory pitch, and their results showed that
users could follow a desired trajectory [17, 24, 29, 38], has focused
on mapping errors in movement trajectories to auditory feedback
to improve user motor performance. Still, the effect of auditory
error feedback on 3D pointing tasks (especially in VEs) has not
been explored in depth.

2.3 Auditory Feedback in Fitts’ Law Studies

In previous Fitts’ task studies [2, 14, 64], sound has been studied
for both uni-modal and multi-modal feedback. Akamatsu et al. [1]
compared three types of feedback in a pointing task, including
haptic, visual, and auditory (i.e., a 2kHz sound). Compared with the
positive effect of haptic feedback alone, they found that the com-
bination of haptic, visual, and auditory feedback did not improve
user performance further. On the other hand, Brent et al. [26] found
that users performed faster with confirmatory auditory feedback
using a 1kHz sine wave. Moreover, Sterkenburg et al. [56, 57] found
that user throughput performance increased with a combination of
visual and continuous auditory feedback when the frequency of the
sine wave was increased (i.e., the pitch) as users hit closer to targets.
Previous work on 3D Uls also showed that auditory error feedback
could increase user motor performance when used in appropriate
ways [11, 38].

Several 2D Fitts’ law studies provided (positive) auditory feed-
back when users completed a successful selection through clicking
the button of a 2D mouse or tapping the tablet, e.g., [1]. In 3D Fitts’
law studies, typically auditory (error) feedback is provided when
users make an error in pointing to a target, e.g., [50, 60]. One of the
key elements to improve a users’ motor performance is to corre-
late the variation in sound to the desired change in user behaviour
[55]. In our work, when users miss a target, i.e., they did not point
successfully to the target, we thus provide an augmented form of
auditory error feedback to remind them that they should improve
their performance.

However, errors can be costly, and thus it is advisable to pay
more attention to the error rate of a task. This raises the issue that
giving too much positive auditory feedback when users perform
successfully might even decrease the awareness of negative events,
such as missing the target. Thus, we decided to focus on providing
auditory error feedback as a signal to remind users when they made
an error in the pointing tasks.

2.4 Training Strategies

How to efficiently train novices in a system is still an open research
question. Because users can follow different learning strategies,
the results of previous work that focused on different learning
strategies suggest that it is better not to use just time alone as
an assessment criterion [5, 6]. These results also suggest that to
improve motor skill acquisition in training systems, novice trainees
need to pay more attention to the precision of their task execution
at the beginning of their training [5, 6]. Later, they can then also
pay attention to their speed [4]. Based on this insight, trainers could
easily observe and monitor novices’ motor performance in such VR
training systems and simulators to provide appropriate feedback to
users and facilitate their learning process. Moreover, recent studies
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showed that trainee performance and training efficiency can be
improved through an active feedback training method [18, 19, 53].

3 USER STUDY

Based on previous work on auditory error feedback [10], a potential
approach to alter user performance is changing the pitch of the
sound. However, this previous work only used discrete audio error
feedback. Yet, in VR training systems and simulators, it is also pos-
sible to use continuous auditory feedback and to map the auditory
feedback to various (desired) assessment criteria, regardless if users
make an error or not. We explore this idea here.

3.1 Motivation & Hypotheses

In contrast to the above-mentioned previous work [10], we explore
here continuous sound feedback, mapped to different task execution
strategies. Previous work [7, 10] has also identified that users try
to avoid hearing higher frequencies. As such, this behaviour can be
used to help participants focus on different task execution strategies.

In this study, we thus investigated the following two hypotheses:

H1 It is possible to help trainees to focus on different assessment
criteria with continuous auditory feedback: Previous work identified
that user performance can be altered by changing the pitch of the
auditory error feedback when a trainee misses the target, but the
auditory error feedback was only played once, i.e., it was discrete
[10]. Until the next selection, participants then do not receive any
other stimulus. Yet, we hypothesize that playing a continuous sound
could help participants to focus better on a particular assessment
criterion.

H2 The participants’ motor performance can be controlled when
auditory feedback is mapped to time or precision: As participants
tend to avoid higher frequency auditory feedback, mapping con-
tinuous feedback to a task execution strategy, e.g., precision or
speed, could help participants focus on a specific task execution
strategy. Previous work has shown that users prefer the C4 fre-
quency, which is known as the middle C (262Hz), as the pitch for
error feedback [10]. Given this, assigning the C4 frequency to a
desired time or precision “target” value might help participants to
reach that criterion.

3.2 Pilot Study

While most VR applications, including training systems, use elec-
tronically generated sounds, one of our conditions used a human
voice as sound feedback, which contains different frequencies. Thus,
before evaluating the use of different frequencies for continuous
feedback to increase the motor performance of the trainee, we
decided first to compare several existing methods in a pilot study.

Also, to be able to map distances in user errors within an ISO
9241-411 task to appropriate feedback, we decided to conduct a
short user study with 16 participants. The aim of this pilot study
was to acquire the 3D position of the selection points in VR to
discover a good mapping from the error distance to the pitch of
sound feedback. For this purpose, we applied four different auditory
error feedback conditions in this pilot study, including no sound,
two different frequencies of computer-generated sounds, and one
verbal error feedback sound. We used the no sound condition as
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the control condition for this pilot study, where we did not provide
subjects with any auditory error feedback. For the two computer-
generated sound conditions, we played a middle C (C4 - 262Hz) or
the highest C on a piano keyboard (C8 - 4186Hz) for 0.25 seconds
when the participant made an error in the task. We selected these
two sounds based on their use in previous work [4, 7]. For the
verbal sound condition, we played a human voice that said “miss”
when the participant made an error. The voice was recorded by a
native American speaker. Our motivation behind choosing C4 and
C8 sounds was to test the optimal and highest frequency that we
were considering for the main study. We also included the voice
feedback to investigate the impact of the voice as a feedback. Since
ray casting and virtual hand selection techniques are widely used
in mid-air interaction, we were also interested in any potential
interaction between these selection techniques and auditory error
feedback [33]. To arrive at the same IDs as used in the previous
work we also used the same target sizes and distances used in [10]
to increase the comparability of our results.

Thus we provided two different selection techniques for partici-
pants to select targets, the virtual hand/controller (see Figure 1(a))
and ray casting (see Figure 1(b)). In each of the two conditions (i.e.,
virtual hand/controller or ray casting), all 11 targets were placed
at a visual depth of 0.4 m or 1.5 m in front of the participants, re-
spectively. These visual depths were chosen based on the results of
previous work [9], to ensure comparability in terms of conditions.
We used three different target sizes (375 = 1.5, 2.5, and 3.5 cm) and
three different target distances (37p = 12.5, 25, and 27.5 cm) to vary
the index of difficulty (ID).

In our analysis of the pilot study results for auditory error feed-
back, we were not able to observe an effect in terms of time, error
rate, or throughput. We only found that participants were more ac-
curate and precise with the C4 auditory error feedback compared to
the C8 feedback. Our results on auditory error feedback thus match
previous work on auditory error feedback [10]. The results show
that we can use these sounds to control the motor performance of
the participants for this study. We also learned that voice did not
elicit different results compared to other forms of feedback, and we
thus decided not to consider voice feedback for the main study.

3.3 Subjects

18 participants (all right-handed; 9 males and 9 females) with an av-
erage age of 20.88 +0.83 were recruited for this study. We recruited
predominantly people without VR experience (only three had pre-
vious experience with VR HMDs). Seventeen participants reported
that they play 0-5 hours of computer games, and one played 5-10
hours weekly. Ten participants reported that they use computers
0-2 hours, three 2-4 hours, three 4-6 hours, and two 6-8 hours daily.
The inter-pupillary distance of the headset was adjusted for each
participant before the experiment.

3.4 Procedure

We conducted the main user study on-site in an indoor laboratory
at a university campus. Before the experiment started, the partici-
pants filled out a demographic questionnaire which collected their
demographic information Then an experimenter described the pro-
cedure of the experiment in detail to participants and helped them
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to put on the HMD for the experiment. In the VE, participants sat
in the middle of an empty room with pictorial depth cues, as shown
in Figure 1. During the experiment, participants were then asked
to position a blue cursor attached to the virtual representation of
the VR controller to point at targets by using their dominant hand.
They were asked to select each target by pressing the space bar on
a keyboard with their non-dominant hand, which was designed to
avoid the adverse consequences of the “Heisenberg” effect [16], i.e.,
when the user applies a mechanical force on the button to select a
target, that force moves the physical controller and thus the cursor,
causing additional errors.

We used the ISO 9241-411:2012 multidirectional pointing task
[27] for our experiment. In the VE, there were 11 gray sphere targets
placed in a circle in front of the participants. Participants used the
blue cursor, which was attached to the VR controller, to select
each target. There were two different selection techniques for
participants to select targets, the virtual hand/controller (see Figure
1(a)) and ray casting (see Figure 1(b)). In each of the two conditions,
all 11 targets were placed at a visual depth of 0.4 m (for virtual and)
or 1.5 m (for ray casting) in front of the participants, respectively.
These visual depths were chosen based on an experimental design
used in previous research [9], which matches the IDs of the task
across the two input conditions, i.e., ensures higher comparability
of results across the input conditions. In the virtual hand/controller
condition, we placed the 1 cm blue sphere cursor 3 cm above the
VR controller to eliminate diplopia. In the ray casting condition,
we placed the blue cursor at the intersection of the ray and the 2D
target plane, which was always 1.5 m away from the user. To vary
the index of difficulty (ID), we used three different target sizes and
three different target distances.

During each round of trials, participants were required to select
all 11 targets in a sequence. The first target was randomly chosen
by the software, and the color of the target would change to orange.
Then participants selected the next target diagonally across the
circle, progressing either in a clockwise or counter-clockwise direc-
tion. Participants selected orange-colored targets by pressing the
space bar when the cursor was inside the target. To show when the
cursor was inside the target, we highlighted the target in blue as vi-
sual feedback. If participants pressed the space bar when the cursor
was inside the target, we changed the color of the target to green
as positive feedback to show a successful selection. Otherwise, if
participants pressed the space bar when the cursor was outside the
target, the color would change to red, which means participants
made an error.

Different from the pilot study, we mapped participants’ speed
and precision to auditory feedback and played three different forms
of continuous auditory feedback. We asked participants to perform
the task as fast and as accurately as possible.

We applied three different auditory error feedback conditions:
no mapping, precision mapping, and speed mapping. For the con-
trol condition (i.e., the no mapping condition), we did not provide
any auditory error feedback. For the other conditions, we mapped
the speed and precision of the participants to the pitch of the au-
ditory feedback. In the speed-based auditory feedback condition,
we played a sound with increasing pitch, from C1 (33Hz) to C8
(4186Hz) in each trial. We played no sound for 0.5s, then increased
the sound’s pitch to C4 at 1.1s (which was the average task duration
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in the pilot), and increased to C8 at 2.6s until the end of each trial.
In other words, participants heard a lower pitch in fast trials and a
higher pitch when they performed more slowly (Figure 2(a)).

(a) (b)

Figure 1: The user study environment and selection tech-
niques: (a) virtual hand/controller and (b) ray casting

Based on the results of the pilot study, we mapped the precision to
each target size in the precision-based auditory feedback condition
as follows. For each selection, we calculated the distance between
the selection point and the target center. If the target size was 1.5
cm, there was no auditory feedback if the distance was less than 0.1
cm, we linearly mapped 0.1 - 0.4 cm to the C1-C8 frequency range,
and played a C8 frequency beyond 0.4 cm. For the 2.5 cm target
size, there was no sound if the distance was less than 0.2 cm, a C1
to C8 linearly-mapped auditory feedback between 0.2 - 0.6 cm, and
a C8 frequency beyond 0.6 cm. For the 3.5 cm target size, there was
no sound if the distance was less than 0.2 cm, for distances between
0.2 - 0.7 cm we used C1 to C8 linearly-mapped auditory feedback,
and a C8 frequency beyond 0.7 cm. In other words, participants
heard a lower pitch when they performed precisely and a higher
pitch when they performed less well (Figure 2(b).

We verified the effectiveness of the sound mappings for time and
precision based on a quick evaluation with three participants. In this
evaluation, we played auditory feedback starting from 0 seconds
and 0 cm distance. However, we observed that the participants
were then focusing too much on the feedback. Thus, encouraging
participants to only go faster caused them to be (much) less precise
with the time mapped to frequency. Similarly, with a precision-
mapped frequency focusing on precision right from the start made
participants (much) slower. Thus, we decided not to play the sound
feedback all the time. Based on that insight, we then verified with
another 3 participants that, with the adjusted mappings presented
above, participants were able to focus more on the task, not on the
feedback - as they had (some) time to plan their action before they
got feedback. We ran the main study after this verification.

To avoid biasing participants towards specific task execution
strategies the participants in this study were not given instructions
in terms of which strategy to use.

Participants could hear the sounds via the built-in headphones
of the HTC VIVE Pro during the task duration. We set the computer
volume to 40%.

At the end of the study, participants were asked to fill out a
questionnaire about their perception and preferences of the three
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Figure 2: The data used for speed and precision mapping. We
used the data from the pilot study’s no auditory feedback
condition to determine the speed (a) and precision mapping
(b) in the main study. In speed mapping (a), we used the min-
imum, mean, and maximum values to map the frequency
in execution time. For precision mapping (b), we used the
distance from the target center variable’s minimum, mean,
and maximum values to map the frequency. The boxes show
the mean and 25% and 75% quartiles. The top whiskers show
the 90%, 95%, and 97.5% quartiles, as well as the maximum
(and symmetrical for the bottom whiskers). Individual data-
points outside the boxes are highlighted.

different auditory feedback conditions. Overall, completing the
study took approximately 13 minutes for each participant.

3.5 Experimental Design

This study used a within-subjects design with two factors: (1) audi-
tory feedback (A-Feedback: 34 = Speed-based sound feedback,
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Precision-based sound feedback, and No sound feedback) and (2) se-
lection techniques (S-Technique: 257 = ray casting and virtual
hand/controller), comprising a 34 X 2s7 design. For assessing the
outcome, we measured task execution time (seconds), error rate (%),
effective throughput (bits/s), the effective index of difficulty ID,,
which is precision according to ISO 9241-411, and SDy, which is
the standard deviation of selection coordinates along the task axis
and which represents the accuracy of the task [36]. We used three
target sizes (31s = 1.5, 2.5, and 3.5 cm) and three target distances
(37p = 12.5, 25, and 37.5 cm) to vary the index of difficulty ID, which
created 9 unique IDs between 2.19 and 4.7 (see Table 1). Each par-
ticipant performed 34 X 25T X 91p X 11 repetitions = 594 trials. In
order to eliminate potential learning effects, the order of selection
technique and auditory feedback was counterbalanced with a
Latin Square (see Table 2) for each participant.

Table 1: Randomized task variables for each condition (TD
= Target Distance, TS = Target Size).

TD/em | 12,5 | 125 | 125 | 25 | 25 | 25 | 37.5 | 375 | 37.5
TS/ecm | 1.5 | 25 | 35 |15 (25 |35| 15 | 25 | 35

Table 2: 34F X 257 conditions counterbalanced with a Latin
Square design (AF = Auditory Feedback, None = No audi-
tory feedback, SB = Speed-based auditory error feedback, PB
= Precision-based auditory error feedback, ST = Selection
Technique, VH = Virtual Hand/Controller, and RC = Ray
casting).

AF | None | None | SB | SB | PB | PB
ST | VH RC | VH | RC | VH | RC

3.6 Results

We used Repeated Measures (RM) ANOVA in SPSS 24 to analyze
the data. The Skewness (S) and Kurtosis (K) of the data distribution
were used to perform normality tests of the data. We considered
data to be normally distributed when S and K values were within
+1.5. Otherwise, we used ART [62] before ANOVA. We used the
Bonferroni method for post-hoc analyses and applied Huynh-Feldt
correction when the ¢ was less than 0.75. Results are shown in
Figure 3 as means and standard error of means. In the results section,
we first present the main factor results in Table 3.

Since the main focus of our work is on auditory feedback, we
do not detail results for the interaction methods here for brevity,
except if there were notable effects.

Time results: The time dependent variable was normally dis-
tributed (S = 0.31, K = -0.36). According to the results in Table 3 and
Figure 3 (a), and compared to no auditory feedback, participants
were faster when the sound feedback was mapped to speed and
slower when the sound feedback was mapped to precision.
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Table 3: One-Way RM ANOVA results of the study.

Sound Interaction | Selection Technique 1D
Time F(2, 34) = 210.91 F(1,17) = 7.755 F(8, 136) = 266.386
p<0.001, 7% = 0.925 | p<0.05, % =0.313 | p<0.001, % = 0.940
F(2,34) = 97.14 F(1,17) = 49.64 F(8, 136) = 35.26
Error rate 2 2 2
p<0.001, 72 =0.821 | p<0.001, n* =0.745 | p<0.001, n? = 0.675
F(2, 34) = 195.76 F(1,17) = 12534 F(8, 136) = 13.467
Throughput p<(0.001, % =092 p<(().001, 1% = 0.881 p<(0.001, n? = 0.442
D F(2, 34) = 90.07 F(1,17) = 406.339 | F(8, 136) = 313.602
¢ p<0.001, 7% = 0.841 | p<0.001, 7% =0.96 | p<0.001, 5% = 0.949
D F(2, 34) = 84.096 F(1,17) = 354.506 | F(8, 136) = 56.809
x p<0.001, 7% = 0.832 | p<0.001, 7% =0.77 | p<0.001, 5> =0.77

Error rate results: The error rate dependent variable was not nor-
mally distributed (S = 1.86, K = 3.59); thus, we analyzed the data
with ART. According to the results in Table 3 and Figure 3(b), par-
ticipants made fewer errors when auditory feedback was mapped
to the precision performance of the participant.

Throughput results: Throughput was normally distributed (S =
0.46, K = -0.24). According to the results, shown in Figure 3(c), par-
ticipants exhibited higher throughput when the auditory feedback
was based on the speed of the user.

Effective Index of Difficulty ID, results: The effective index of
difficulty dependent variable was normally distributed (S = 0.13, K
= -0.308). The results showed that participants’ precision increased
when the auditory feedback was mapped to precision.

Standard Deviation SDy results: The standard deviation depen-
dent variable was normally distributed (S = 1.02, K = 1.3). The
results in Table 3 and Figure 3(e) illustrate that the accuracy of par-
ticipants significantly increased when the precision of participants
was mapped to the auditory feedback and decreased when their
speed was mapped to the auditory feedback.

Two-way Interactions: We found a significant interaction for er-
ror rate between selection technique and sound interaction (F(2,34)
= 6.223, p < 0.05, n? = 0.268), as shown in Figure 3(f). According
to the results, participants’ error rate increased with ray casting
when the speed was mapped to the auditory feedback and when
there was no mapping.

3.6.1 Detailed Analysis. According to the detailed results, all indi-
viduals were able to understand and focus on the target assessment
criterion. When we mapped the sound feedback to the speed of
the participants, all the participants got faster. This is shown in
Figure 4(a) for each participant. The average execution time of the
participants was 0.229 seconds less with speed-mapped sound feed-
back (No auditory feedback 1.04 s +£0.01, speed-mapped auditory
feedback 0.705 +£0.008).

Similarly, when we mapped the feedback to the precision of the
participants, we observed an increase in precision for each partici-
pant. On average, participants were 0.131 cm closer to the target
compared to the no auditory feedback condition (No auditory feed-
back 0.402 cm +0.011, precision-mapped auditory feedback 0.276
cm +0.012). In further analysis, we also observed that participants
were getting closer to the center of the targets for each target size,
as shown in Figure 4(b). For 1.5 cm, participants were 0.05 cm closer
to the target center, for 2.5 cm, 0.09 cm, and for 3.5 cm, 0.11 cm,
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Figure 3: Study results for (a) time, (b) error rate, (c) through-
put, (d) effective index of difficulty, (e) standard deviation
and (f) two-way interactions.

compared to the no auditory feedback condition. With the precision-
mapped sound feedback, the average distance from the center of
the target was 0.22 cm +0.007 for 1.5 cm, 0.265 cm +0.008 for 2.5
cm, and 0.308 cm +0.007 for 3.5 cm. This is also shown in Figure 4.

3.6.2 Subjective Results. After the experiment, we asked partici-
pants to fill out a questionnaire about their preferences for the three
different auditory feedback conditions. Ten participants preferred
the auditory feedback mapped to precision, and eight participants
preferred the auditory feedback mapped to their speed. Interest-
ingly, four participants commented that the higher frequency in
the auditory feedback mapped to the precision was “annoying”, i.e.,
which might be a result of them hearing the precision feedback for
longer periods. In contrast, one participant commented “conditions
which have sounds are better than no sound conditions”.

Participants did reported no notable physical (average = 1.16,
STD = 0.38) nor mental (average = 1.27, STD = 0.46) fatigue (1 = I
feel extremely rested, 7 = I feel extremely fatigued).
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Figure 4: Detailed analysis results for auditory feedback
mapping. a) Each participant focused on the desired execu-
tion strategy. b) Detailed analysis of target size vs auditory
feedback. c) Quantile plot of the precision-mapped auditory
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3.6.3 Fitts’ Law Analysis. Using Fitts’ law in Equation 1, we found
that task execution time can be modeled as MT = 0.3 + 0.19 * ID, R?
= 0.98 for Study 2. Linear regressions were MT = 0.42 + 0.16 * ID,
R? =0.98 for the control condition, MT = 0.41 + 0.22 * ID, R? = 0.98
for the precision condition, and MT = 0.07 + 0.18 * ID, R? =0.96 for
the speed condition, as shown in Figure 5.
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4 DISCUSSION

In this study, we aimed to help trainees to focus on a particular
task execution strategy and (with this) also to change the trainee’s
performance to match a pre-determined speed or precision, in a
task that uses throughput as an assessment criterion.

4.1 Outcomes

According to the study results, when we played a sound feedback
mapped to the user’s speed, participants’ task execution time de-
creased. Similarly, when we played an auditory feedback mapped to
the user’s precision, participants’ precision also increased. Thus, the
results of our study support H1, that it is possible to help trainees
to focus on different assessment criteria with continuous auditory
feedback in an ISO 9241-411 task. The results here also support
the findings of previous work on auditory error feedback, which
decreased the error rate of the participants [10], and extends the
findings to both speed and precision.

While one could argue that 18 participants is a low number, all
statistically significant results in this work exhibit a large effect
size, i.e., n° > 0.14. As effect size is independent of sample size, this
indicates that our results are likely robust and thus replicable.

In our detailed analysis, we observed that participants were
able to reach a task execution time of (on average) 0.6 seconds.
When individuals heard the change in frequency, they started to
get faster with the auditory feedback. We had set the C4 frequency
to 1.1 seconds for the speed-mapped sound feedback. Our results
revealed that participants did not even wait for the pitch to reach
this comfortable level (C4), but selected targets even faster. We
believe that participants might have actively avoided hearing higher
frequencies, which aligns with results from previous work [7, 10]
and that this was a motivating factor for them to get faster. However,
when we look at the detailed results for precision, we observe
that participants’ average selection points were well inside the
target size. This means that, by using an appropriate stimulus,
we were able to help participants to select the targets within a
range that matched what our auditory feedback encouraged them
to do. This supports our hypothesis H2, The participants’ motor
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performance can be controlled when auditory feedback is mapped
to time or precision. We believe that participants’ performance in
terms of speed could fall into a similar range for speed-mapped
auditory feedback, if auditory feedback was also mapped to each
target size.

Even though the precision-mapped feedback results reveal that
it is possible to map the assessment criterion into a specific range,
there are still open questions. For instance, we cannot guarantee
that the participants were selecting targets as precisely as possible,
i.e., that our results might be just a side-effect of our specific map-
ping. Although we believe that our findings identify the potential
for directing user motor performance through appropriate auditory
feedback, future work is needed to substantiate this theory. Fur-
thermore, the results for the speed-mapped feedback are less clear,
yet we believe that a more carefully chosen mapping might help us
control user speed more accurately.

Overall, the results of this study showed that it is possible to
use auditory feedback to encourage trainee performance to match
a desired assessment criterion (in terms of time and precision).
Moreover, with appropriate auditory feedback, we were able to
“steer” the participants’ average motor performance results into
specific ranges. We caution that this approach clearly has limits,
e.g., one cannot go beyond the biomechanical limits of the human
body. Still, we believe that our results open new avenues for motor
skills training systems. Also, our work provides better insights into
the role of auditory feedback in ISO 9241-411 tasks.

Previous ISO 9241-411 studies, e.g., [60], suggested using audi-
tory feedback to improve user performance, but did not evaluate this
idea. Previous work in VR training systems and simulators followed
up on this observation and changed human motor performance
[7, 10]. Building on this work, our work extends the literature and
suggests a method to actively control users’ task execution through
auditory feedback based on a specific assessment criterion. We
believe our results are thus a step towards a deeper understanding
of the psychophysics of interacting with a VR training system and
simulator. We also believe that our results can be used in the de-
sign of VR training applications and simulators as well as mid-air
pointing studies.

4.2 Recommendations

Based on our findings, we suggest the following:

Choose an appropriate auditory feedback mapping for VR training
applications that use speed, precision, accuracy, or throughput as
an assessment criterion. As can be seen from the results of our
study, different mappings can elicit different performance results.
When we combine our findings with those from previous work on
auditory error feedback [10], we can identify that it is possible to
help individuals to focus on a particular assessment criterion, for
instance, when a trainee needs to focus on their speed, by mapping
the auditory feedback accordingly. A similar approach is also valid
for precision and error rate.

Test the auditory feedback before starting the training and iden-
tify trade-offs. Even though auditory feedback can help trainees
focus on different assessment criteria, trainees can (and will) still
choose their own trade-offs, which can impact their motor skills.
One such example in the work presented here is that our results did
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not exhibit differences in terms of precision between speed-mapped
auditory feedback and no auditory error feedback, but participants’
accuracy decreased when we mapped sound pitch to the speed of
the participants. Similarly, since the precision and error rate are
correlated in an ISO 9241-411 task, we did not observe a significant
difference between the no auditory feedback and speed-mapped
auditory feedback conditions. Such changes might seem trivial, but
motor learning is a complex process which ideally results in per-
manent behavioral and neurological changes [32]. Since there is no
optimal suggested learning method for motor skills, we recommend
monitoring each performance criterion and considering carefully
their relation to other assessment criteria.

Previous work on VR simulators and training systems for mo-
tor performance training, e.g., [8, 12, 13, 43], did not investigate
auditory feedback. In VR training systems, the trainees have to
focus on the task while they focus on processing the environmental
cues provided by the virtual environment, which increases their
cognitive workload. For example, they have to focus on the path
of the ball coming towards them. Thus, distractions in the virtual
environment, any other stimuli from the system, and disruptions
during the task execution may all affect the trainees’ focus and
performance. Since previous work showed that sound feedback
has an impact on motor performance [10] and the fact that sound
feedback is (in general) underutilized in VR training systems), we
decided to extend this previous work. Here, we analyzed user per-
formance with different kinds of auditory feedback within an ISO
9241-411:2012 task [27]. Our results can thus also be used in 3D user
interface studies that use throughput to analyze user performance
with different input devices.

4.3 Limitations

We chose participants from the local university community, not
from a specific trainee group. Thus, the novice results presented
here may differ from professional trainees who use a VR training
system or simulator on a daily basis. Our choice allowed us to
understand the impact of auditory feedback on a more general pop-
ulation in a VR training system and helped us to avoid any potential
confounds related to the motor skill development of professionals.
To identify the most efficient training strategies, there is thus still a
need to study the impact of manipulating the motor performance
of users with different experience levels in VR further.

We acknowledge that the previous literature on skill transfer
from VR systems to the real-world is somewhat inconclusive [25,
40, 63]. We see this as further evidence that we first need to under-
stand the fundamental effects of VR-based training systems before
designing and applying them for specific tasks.

Also, we only investigated the effect on user motor performance
by varying the pitch of the auditory error feedback within a limited
range, with C8 (4186Hz) as the highest frequency. We selected this
value based on previous work [7, 10]. However, this frequency range
could be changed based on each individual’s hearing capabilities.
Moreover, various training systems could use different tools, such
as horns or whistles as stimuli for an erroneous action, which
could be different from the voice feedback we investigated in our
pilot study mentioned here. There are also other dimensions of
auditory feedback to consider, such as loudness, quality, and timing.
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To further understand the impact of auditory feedback on user
performance. These other dimensions should be also analyzed and
investigated in terms of their usefulness to facilitate motor learning
and skill transfer [54].

In this paper, we used an ISO 9241:411 multidirectional selection
task to evaluate auditory feedback. Although the ISO task is largely
accepted by the HCI community as an accurate way of assessing
motor performance, the task is still repetitive and monotonous.
This method reduces the cognitive load of the participants so that
they can focus on the task itself and also minimizes biases across
different task difficulties. However, as a task gets more complex,
a user might have to attend to different stimuli simultaneously,
which might affect their motor performance. Thus, we expect to
observe higher impact when the task complexity increases. We thus
suggest studying the impact of auditory feedback with different
tasks, including manipulation of and travel within the virtual envi-
ronment, to further extend our findings. Furthermore, the results
presented here may vary for other interaction modalities [41, 42],
so our findings also need to be verified for other techniques.

Moreover, we used a linear mapping for the sound frequency of
the auditory feedback. There are other possible mappings, such as
logarithmic or exponential mappings. Since the higher frequencies
tend to annoy users and alter their performance, we expect that
a change in duration to reach higher frequencies could have a
different impact on user performance. Further, in the precision-
mapped auditory feedback, we changed the auditory feedback for
each target size but kept the sound the same for each target size in
the time-mapped method. One could thus expect different motor
performance results when the time is also mapped to each target
size. However, such speculation must be tested in future studies.

5 CONCLUSION & FUTURE WORK

In this paper, we explored different forms of auditory feedback
that are useful in a VR training system for changing or manipulat-
ing trainees’ performance in terms of different assessment criteria.
Through our mappings that affect the pitch of the auditory feedback,
participants were able to focus on different assessment criteria. We
showed that it is possible to decrease the execution time or increase
the precision of the participants by changing the auditory mapping.
Furthermore, it is also possible to help participants’ performance
to reach a pre-determined range by using auditory feedback. Based
on these results, we suggest that designers, practitioners, and de-
velopers could use the pitch of the auditory feedback to encourage
trainees to focus on a specific assessment criterion. We also recom-
mend careful calibration of the auditory pitch mapping, since the
outcomes elicited by the mapping may vary.

In the future, we are planning to extend our work to other fea-
tures of auditory feedback, such as length, tone, or timbre. We also
plan to apply the results of our findings to VR and AR simulators and
training systems that are commercially available on the market. We
also want to extend our results to other 3D interaction modalities,
such as manipulation and navigation. Further, we plan to conduct
learning studies to understand the long-term impact of auditory
feedback. We also want to apply our results to rehabilitation and
medical research [3].
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