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Building on the success of the first two workshops on user interfaces (UIs) at CHI 2022 and CHI 2023, this workshop aims to advance
the research field by further exploring current research trends, such as applying large language models and visual language models.
Previous work has explored computational approaches to understanding and adapting UIs using constraint-based optimization models
and machine learning-based data-driven approaches. In addition to further delving into these established UI research areas, we aim
to trigger the exploration into the application of the latest advancements in general-purpose large language and vision-language
models within the UI domain. We will encourage participants to explore novel methods for understanding, automating, and evaluating
UIs. The proposed workshop seeks to bring together academic researchers and industry practitioners interested in computational
approaches for UIs to discuss the needs and opportunities for future user interface algorithms, models, and applications.
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1 OVERVIEW

Computational methodologies for user interfaces (UIs) have attracted significant attention in the HCI community [5, 54,
62]. Recent endeavors delve into the creation of UIs to aid design workflows [16, 26, 31, 42, 53], adaptability to varied
devices and user inclinations [13, 14, 18], and techniques to decipher tasks and user actions [32, 37, 38, 49, 52]. Efforts
are also being made in reverse engineering to enhance accessibility and understand UIs [10, 23, 39, 63], along with the
development of innovative UI representations [18, 35].

The generation and adaptation of UIs to meet specific constraints are being pursued through optimization-based
methodologies [13, 18, 23, 24, 45], while data-driven strategies are leveraging deep learning networks to enhance the
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understanding of interface semantics on a large scale and to formulate interface designs [35, 58, 63]. As advancements
continue in both these realms, UI design research is evolving into a multifaceted domain, drawing insights and
contributions from specialists in optimization algorithms, data-driven modelling, software development, accessibility,
and a range of UI applications. This interdisciplinary approach is garnering widespread attention and interest from the
larger community.

Particularly, recent advancements in large language models (LLMs) and vision-language models (VLMs) have
opened up new opportunities for computational understandings and interactions with UIs [57, 59, 60]. With impressive
performance on diverse benchmarks, it is believable that these large, pre-trained models contain great potential for
UI-related tasks. However, adapting these general large models to the domain of UI is still challenging. Topics like the
need for up-to-date, high-quality datasets [9, 61], effective ways to pre-train a large UI model [28], or to build on top
of pre-trained large models through few-shot learning [57] or finetuning still need further explorations. Such topics
attract both HCI and ML researchers and contain great potential to advance both fields.

In the previous workshop at CHI 2022 [21] and CHI 2023 [20], we explored optimization-based approaches and
data-driven approaches separately and focused on UI applications. In this workshop, we aim to focus on closing the
gap between these two streams of approaches and fulfill the fundamental needs for future user interface research.
Furthermore, although certain prior participants have investigated the prospective roles of Large Language Models
(LLMs) in UI-related tasks [57, 59], we advocate for enriched dialogues encompassing both LLMs and extensive vision-
language models as they can be significantly advantageous. The majority of submissions to preceding workshops
predominantly focused on the technical research contributions within this realm. Nonetheless, incorporating diverse
viewpoints, particularly from industry practitioners as seen in [25], can serve to diversify our dialogues and amplify the
practical values for future research in this domain.

• Language Models for UIs: As discussed above, LLMs and VLMs contain great potential to improve performance
on UI-related tasks [59]. Given LLMs’ current impressive capabilities, it is also possible to create useful features
with only text-based UI data (e.g. implementation code or view hierarchy). Moreover, the multi-modal nature of
UI data determined its applicability to VLMs. How to collect high-quality data to pre-train or fine-tune these
large models, and what are effective ways to prompt and interact with them would spark great explorations and
discussions during the workshop.

• UI Interaction Automation: Interaction automation with UIs based on computational understandings can sup-
port a variety of useful applications [32, 34, 37, 59, 63]. With newer datasets and models available in this field [47],
new potential directions emerge to improve computational performance in understanding user intents and predict-
ing user actions on screen. For example, LLMs and VLMs have the potential to enhance automatic UI navigation.

• UI Design and Development Tools: Current UI design tools such as Figma1 and Sketch2 are mostly built on
graphics rendering techniques. Computational generation and evaluation techniques have great potential to
improve these tools and significantly increase practitioners’ productivity. Building such tools requires a deep
understanding of practitioners’ processes and needs, which can serve as promising focal topics for our workshop.
In addition, code generation for UIs has been a long-standing challenge. The capacity to automatically generate
compilable UI code and produce appealing UI designs has the potential to revolutionize the way UIs are created
and maintained.

1https://figma.com/
2https://www.sketch.com/
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• Evaluation: Most qualitative UI evaluation methodologies, such as think aloud [11] and contextual inter-
views [15], do not directly fit with the data-driven nature of many AI-enabled computational tools. Furthermore,
assessing the performance of LLMs and VLMs in UI-related tasks presents a challenge. It is important to develop
new evaluation approaches for various UI models.

• Human Behaviors on UIs: Computational models simulating human behaviors on UIs, can lead to a deeper
understanding of how people interact with UIs. For example, future UI models can benefit from understanding
how people look at UIs [19], and how people type texts on UIs to mimic human behaviors with fewer human
annotations and user studies.

• Mixed Reality User Interfaces: Continuing our last year’s workshop, with the increasing popularity of con-
sumer mixed reality devices such as Meta Quest3 and Vision Pro4, computational approaches for mixed realities
are becoming more popular. Although most 2D interface approaches can be directly applied to 3D, it is still
challenging to understand the connection between physical objects and virtual interfaces and to further optimize
the virtual interfaces to adapt to user preferences and cognitive load.

2 BACKGROUND

2.1 Large Language Models and Vision Language Models

Language models show great potential to interpret languages. Large language models (LLMs), such as GPT-4 [46] and
Bard [50], can understand and follow task instructions in natural language. LLaMA [56] is an open-sourced LLM that
is close to the performance of GPT-3. Other LLMs [7, 46, 55] further use machine-generated instruction-following
examples to achieve better performance. The limitation of LLMs is that it cannot accept UI images as input. It is hard to
explain all the elements and related info on the UI using language only. Vision-Language Models (VLMs) [1, 6, 8, 40] can
bridge this gap by combining visual and textual information to understand UIs. LLaVA [40] is a VLM combining a vision
model CLIP [17] and a LLM model Vicuna [7], but falls short in the generalizability to the UI domain. Spotlight [29]
applies VLMs to UI tasks including widget captioning, screen summarization, command grounding, and tappability
prediction. ILuvUI [22] is a UI-focused instruction-following visual agent. It can perform many UI-related tasks, includ-
ing conversations, detailed descriptions, listing available actions, predicting UI action outcomes, selecting UI elements,
and goal-based planning. Our workshop will encourage participants to explore how to further advance the capabilities
of LLMs and VLMs in the domain of UI understanding and interaction.

2.2 Optimization-based and Data-driven learning Approaches

Creating interfaces remains a challenge due to the growing diversity of devices and user preferences. Optimization-
focused methods prioritize UI adaptation and customization to enhance the user experience across various devices
and user needs. These approaches automatically generate user interfaces that adapt to device specifications and layout
constraints while minimizing user effort [12, 13, 18]. Efficient layout solvers like Cassowary [2] and ORCSolver [24]
enable real-time adaptive UI creation. Reverse engineering techniques play an important role in undertanding existing
UIs and customizing them. Previous research has explored how to detect UI elements, enabling users to incorporate
advanced interactions [10, 51], predicted constraints from input UI examples [4], reconstructed higher-level constraint-
based specifications [43], facilitated webpage adaptation through various input modalities [52], and allowed platform-
and framework-agnostic customization for graphical UIs and webpages [23]. Data-driven approaches have also been
3https://www.meta.com/quest/
4https://www.apple.com/apple-vision-pro/
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employed to understand UIs for accessibility [63], perform UI retrieval [9, 16], learn design semantics [41], extract
semantic representations from UIs [35], generate documents without the need for manual constraint and template
definitions [26, 30], and combine programming-by-demonstration with natural language processing technologies to
understand and create multimodal UIs [33, 36, 48]. Designing UIs is an iterative process, and designers seek fine-grained
control over their designs while receiving constructive suggestions. Optimization-based methods offer designers more
control over their UI designs, whereas data-driven approaches excel at generating diverse final results and suggestions.
Our workshop aims to encourage researchers to deeply analyze the strengths and weaknesses of both approaches and
explore the potential for combining them.

2.3 Datasets and Representations

The current line of research into data-driven techniques was primarily driven by the mobile UI dataset RICO [9],
consisting of over 72,000 distinct UI screens. This dataset has been explored for data-driven applications in various
aspects of UI design, including layout generation, code generation, UI modeling, and perception prediction. Subsequently,
several datasets have emerged, most of which are either expansions or refined versions of RICO [3, 27]. Recently,
Moran et al. introduced a fresh dataset named CLARITY [44], which focuses on functional UI descriptions. Current
development of VLMs/LLMs require more efforts on new datasets to broaden the scope of this field. Having an effective
representation of UIs is important for understanding and generating UIs. For instance, UIBERT [3] has developed
generic feature representations for UI elements, while Screen2Vec [35] has created semantic representations for UIs. On
the other hand, ORC Layout [18] represents UIs using an extended constraint system with OR-constraints. There is
potential for further research to explore new UI representations to advance the capabilities of VLMs and LLMs in UI
design.

3 THE GOAL OF THEWORKSHOP

The primary objective of this workshop is to inspire the community to explore potential research opportunities in
UI-related topics. Our aim is to have impact in academic, practical, and social contexts in the UI domain. We want
to encourage individuals from various backgrounds, including the CHI community, neighboring academic fields, and
industry professionals to participant and think about future directions on this topic. Through the discussions held
during the workshop, our intention is to draw attention to relevant work that sits at the intersection of HCI, other
related disciplines such as Machine Learning and Software Engineering, and the expertise of industry practitioners. We
aspire for this workshop to act as a platform that fosters our community’s growth.

4 ORGANIZERS

Yue Jiang is a Ph.D. student in Intelligent Systems supervised by Prof. Antti Oulasvirta at Aalto University, Finland. Her
main research interests are in adaptive user interfaces, AI-assisted design and eye tracking. Her recent work with Prof.
Wolfgang Stuerzlinger and Prof. Christof Lutteroth focuses on adaptive GUI layouts based on OR-Constraints (ORC).
Yuwen Lu is a Ph.D. student in the Department of Computer Science and Engineering at the University of Notre Dame,
working on using data-driven approaches for understanding and generating user interfaces to support UX research and
design work. Before joining Notre Dame, Yuwen received a Master’s degree in Human-Computer Interaction from
Carnegie Mellon University.
Tiffany Knearem is a User Experience Researcher on the Material Design team at Google, where she investigates
designer-developer collaboration, design tooling and opportunities for AI in the design space. She received her PhD in
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Information Sciences and Technology from Pennsylvania State University in 2021, with a focus on Human-Computer
Interaction. There, she specialized in topics related to community informatics and creativity support. Her undergraduate
education is in the humanities, and she received dual Bachelor of Arts degrees in Psychology and East Asian Languages
and Cultures from the University of Kansas.
Clara Kliman-Silver is a Staff UX Researcher at Google who studies design teams, design systems, UX tools, and
designer-developer collaboration. She specializes in participatory design and generative methods to investigate work-
flows, understand designer-developer experiences, and imagine ways to create UIs. In previous roles, she has conducted
research on developer tools, artificial intelligence, and healthcare. Clara holds a Bachelors of Science in Cognitive
Science from Brown University.
Christof Lutteroth is a Reader in the Department of Computer Science at the University of Bath. His main research
interests are in HCI, with a focus on immersive technology, interaction methods, and user interface design. In particular,
he has a long-standing interest in methods for user interface layout. He is the director of the REal and Virtual
Environments Augmentation Labs (REVEAL), the research center for immersive technology at the University of Bath.
Toby Jia-Jun Li is an Assistant Professor in the Department of Computer Science and Engineering at the University of
Notre Dame and the Director of the SaNDwich Lab. Toby and his group use human-centered methods to design, build,
and study human-AI collaborative systems. In the domain of this workshop, Toby has recently done work in building
interactive task learning agents that learn from the user’s demonstrations on GUIs and natural language instructions
about GUIs [32, 36], graphs models for representing and grounding natural language instructions about GUIs [33], and
semantic embedding techniques for modeling GUIs [35].
Jeffery Nichols is a Research Scientist in the AI/ML group at Apple working on intelligent user interfaces. Previously
he was a Staff Research Scientist at Google, working on the open-source Fuchsia operating system. His most important
academic contribution recently was the creation of the RICO dataset [9]. He also worked on the PUC project [45],
whose primary focus was creating a specification language that can define any device and an automatic user interface
generator that can create control panels from this specification language.
Wolfgang Stuerzlinger is a Professor at the School of Interactive Arts + Technology at Simon Fraser University. His
work aims to gain a deeper understanding of and to find innovative solutions for real-world problems. Current research
projects include better 3D interaction techniques for Virtual and Augmented Reality applications, new human-in-the-
loop systems for big data analysis, the characterization of the effects of technology limitations on human performance,
investigations of human behaviors with occasionally failing technologies, user interfaces for versions, scenarios, and
alternatives, and new Virtual/Augmented Reality hardware and software.

5 PRE-WORKSHOP PLANS

Before the workshop, we will distribute a call for participation across a variety of HCI-related emailing lists and social
media, like Twitter and LinkedIn. The call will invite researchers and practitioners to contribute by submitting position
papers. We will also advertise the workshop at upcoming HCI conferences, among research groups, and through our
professional networks. All participants are expected to submit a position paper. The submissions will be reviewed by the
workshop organizers and committee members. The selection of participants will be based on the relevancy, innovation,
and quality presented in their submissions according to workshop topics and criteria. To help candidates get familiar
with the workshop’s scope and goals, we have created a website https://sites.google.com/view/computational-uichi24,
to provide information about the workshop.
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Time Session
9:00 - 9:30 Introduction of workshop organizers, participants, topics, and goals
9:30 - 10:30 Keynote 1 by an invited speaker
10:30 - 11:00 Coffee break
11:00 - 12:00 Paper Presentation
12:00 - 12:30 Group discussion
12:30 - 13:30 Lunch
13:30 - 14:30 Keynote 2 by an invited speaker
14:30 - 15:30 Paper Presentation
15:30 - 16:00 Coffee break
16:00 - 17:00 Group discussion
17:00 - 17:30 Discussion group report back, wrap-up

17:30 Dinner (optional)
Table 1. Tentative agenda of the workshop

6 ACCESSIBILITY

Authors whose position papers are accepted will be strongly encouraged to make their papers accessible. While they
are preparing for the camera-ready version, our organizing team will help them with suggestions on how to make the
documents accessible, like adding alt-texts for pictures and tables, and setting the order. To make sure the workshop is
accessible to people with disabilities, we will consider adding subtitles, depending on what the participants need.

7 WORKSHOP STRUCTURE

The workshop, scheduled for one day, will accommodate roughly 30 participants (including the organizers). The
workshop will include two keynotes, presentations of workshop papers, and focused discussions on various topics.

7.1 Hybrid Format and Asynchronous Engagement

The workshop is anticipated to adopt a hybrid format, welcoming the majority of the participants in person. For
those who cannot attend physically, provisions for synchronous remote involvement will be in place. All sessions
will be broadcast live, with dedicated virtual “breakout rooms” for discussions involving remote attendees. Standard
equipment available at the conference center will suffice for technical requirements. The workshop website https:
//sites.google.com/view/computational-uichi24, will serve as a hub for synchronous engagement, hosting calls for
papers, program details, organizers and speakers list, and pre-prints of accepted papers.

7.2 Workshop Schedule

Throughout the workshop, the attendees will engage with domain experts, and the organizers will guide discussions
across various domains. The tentative agenda is show in Table 1.

7.2.1 Keynotes. We will invite two keynote speakers who are experts currently working on UI-related topics. Each
will give a talk for 30 minutes, followed by an extensive Q&A and interactive discussion.

7.2.2 Paper Presentations. Accepted papers will be categorized based on their themes for presentation. We will select
the best two position papers in each category for a full presentation, each allotted a 10-minute slot. Other selected
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papers will have lightning talks with 1-minute slots. The duration and number of presentations will be adjusted as
needed to accommodate the number of accepted submissions and accommodate the technical requirements of remote
presenters.

7.2.3 Breakout Group Discussions. After each presentation section, participants will be divided into smaller discussion
groups. The groups will be divided differently after each session to help participants get to communicate with more
people. Participants can also suggest and create new groups based on their interests.

8 POST-WORKSHOP PLAN

After the CHI workshop, we plan to produce a report on the workshop outcome. The workshop papers and results
will be available on the website before and after the workshop, providing opportunities for a larger audience to get
updated on the events and results of our workshop. We may seek opportunities for an edited book or a special issue in
a selected journal, e.g., ToCHI, where the participants will be encouraged to publish their work.

A central goal of this workshop is community building for researchers and practitioners in this area. After the
workshop, we plan to create a platform for community members to continue the discussion and share resources.
Potential options may include a periodical email newsletter, a public GitHub repository, or a Slack/Discord channel.
Participants and organizers will discuss the next steps at the workshop.

9 CALL FOR PARTICIPATION

“Computational Methodologies for Understanding, Automating, and Evaluating User Interfaces” is a workshop at CHI
2024. In this one-day workshop, our aim is to facilitate collaboration among researchers from various sub-disciplines
of HCI, bridging the gaps between HCI and adjacent fields such as ML, CV, NLP, and SE. We welcome participants
working on algorithm and model development or application creation, and we encourage engagement from both
industry and academia. Our primary goal is to encourage discussions regarding the future potential and requirements
of computational approaches for user interfaces.

We invite researchers and practitioners to contribute by submitting a 4–6 page position paper in the double-column
CHI Extended Abstract format (excluding references) to participate in the workshop. We will have a peer-review process,
with each submission reviewed by at least two committee members or organizers. Selection for submission will be based
on the criteria of quality and relevance. Participants should follow the instruction on the website and submit the position
papers via user.interface.workshop@gmail.com. Submissions can cover but are not limited to the following topics:

• Language Models for UIsWe invite explorations into leveraging LLMs and VLMs for enhancing UI-related
tasks. Contributions can focus on deriving impactful features using text-based UI data, exploring multi-modal UI
data, and discussions surrounding high-quality data acquisition and optimal interaction methods with these
models.

• UI Interaction Automation Position papers are welcome on interaction automation enhancing a variety
of applications, delving into new directions provided by emerging datasets and models. Contributions could
consider how the integration of LLMs and VLMs can revolutionize automatic UI navigation.

• UI Design and Development ToolsWe call for insights into how computational generation and evaluation
techniques can refine existing design tools and boost practitioners’ productivity. We are particularly interested in
submissions addressing the challenges of automatic UI code generation and offering a profound understanding
of user needs and processes.
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• UI Evaluation There is a pressing need for innovative qualitative UI evaluation methodologies that align with
AI-enabled computational tools. We encourage submissions that offer novel evaluation methodologies to assess
LLMs and VLMs performance in UI-related tasks.

• Human Behaviors on UIs We welcome studies and models that simulate human behaviors on UIs. Such
contributions will yield deeper insights into user interactions and can guide the development of future UI models
that mimic human behaviors with minimal reliance on annotations and user studies.

• Mixed Reality User Interfaces With the rising prominence of mixed reality devices, we invite discussions
and contributions focusing on computational approaches for mixed realities. Emphasis on understanding and
optimizing connections between physical and virtual interfaces and adapting to user preferences and cognitive
load in 3D interfaces would be particularly valued.

We will recruit researchers and practitioners in this field as program committee members to review submissions
together. We will select submissions based on quality, novelty, and topic fit while aiming for a balance of different
perspectives. Accepted papers will optionally be available on the workshop website (with the author’s consent). At least
one author of each accepted position paper must register and attend the workshop and register for at least one day of
the conference. The workshop will use a hybrid structure. We will broadcast the workshop live for remote participants
and make the recordings available on the website after the workshop. The authors of each accepted position paper will
have about 8 minutes for a live (or pre-recorded) presentation of their work followed by an additional 2-minute Q&A.

9.1 Estimated Key Dates

• Call for participation released: December 15, 2023
• Position paper submission deadline: February 23, 2024
• Notification of acceptance: March 15, 2024
• Workshop date: April 23 or April 28, 2024
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