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ABSTRACT 
We identify various tradeoffs in the design of 3D pointing 
experiments based on Fitts’ law and the ISO9241-9 
methodology. The advantages and disadvantages of several 
approaches for such experiments are analyzed and 
compared against each other. Results of an experiment that 
investigates various visual aids are presented as evidence. 
We conclude with recommendations for 3D pointing 
experiments and avenues of future work. 

Author Keywords 
Fitts’ law; 3D pointing; ISO 9241-9 

ACM Classification Keywords 
H.5.2. User Interfaces: Evaluation/methodology. 

INTRODUCTION 
Pointing at three-dimensional objects to select them is a 
fundamental task in 3D user interfaces and is analogous to 
2D pointing in graphical user interfaces. However, 3D 
selection is complicated by a number of issues not found in 
2D systems. First, 3D graphics systems use perspective; 
much like reality, far objects appear smaller, which may 
influence pointing task difficulty. Second, 3D systems often 
use stereo display to enhance depth perception. Third, there 
is no universally accepted 3D pointing technique or device. 
Moreover, there are many different selection methods for 
3D targets. Some of the most popular ones require that the 
users hand or finger intersects the target in space, “laser 
pointer” techniques, where the user’s hand/finger or a 
device shoots a virtual ray into the scene and the system 
then selects the first object along that ray, or touch-through, 
where the user touches the 2D projection of the 3D object 
on a touch screen. 

PREVIOUS WORK 
Point selection (or pointing) at targets in 2D has been 
thoroughly investigated using Fitts’ law [16] and the ISO 

9241-9 standard [20]. The ISO standard contributes the 
measure of throughput, which permits comparisons across 
user strategies by normalizing experimental error rates via a 
post-experimental accuracy adjustment. This is a primary 
advantage of the metric – it helps ensure consistency 
between studies and hence comparability. 

In contrast, 3D point selection (sometimes simply 
“selection”) is comparably less well-studied. Numerous 3D 
pointing studies have been conducted [4, 12, 22, 28, 36], 
yet 3D pointing is still not as well understood as its 2D 
equivalent [32]. Most direct 3D selection techniques fall 
roughly into two broad paradigms: ray-based techniques 
(including occlusion) and virtual hand techniques [1, 7, 15, 
29]. Virtual hands use intersection of the hand/cursor with 
the target and thus require depth precision. Our current 
work focuses primarily on techniques requiring depth 
motions, and hence we mostly focus on virtual hand-based 
techniques here. Note that these not necessarily use the 
actual hand (or necessitate finger tracking). For example, 
our recent work used a tracked stylus to approximate the 
actual hand position.  

Virtual hand (and ray-based) selection techniques are 
largely equivalent to pointing tasks, i.e., they specify a 
unique position (of an object) in the environment. While 
many 3D pointing studies have been performed in the past, 
we focus here mostly on those based on ISO 9241-9. A 
study of 3D pointing in a stereo display system [7] revealed 
that a 2D cursor based method was fastest, followed by a 
pen-based method and then a ray-based method. A recent 
investigation of cursor-based techniques for 3D pointing 
also found that methods that 2D cursor-based techniques 
perform best [38]. Such techniques include the mouse as 
well as ray-casting with a cursor at the position where the 
ray hits the screen or the scene. One of the noteworthy 
outcomes of this work is a 2D model that accounts for 
perspective distortion, which describes cursor-based 
pointing at 3D targets quite well. Moreover, displaying the 
cursor only to the dominant eye was found to significantly 
improve performance in a stereo display system, even for 
classic ray casting. A recent comparison of touch-based 
methods on stereo surfaces revealed that 2D touch, i.e. 
touch-through, works well for objects within approximately 
10cm of the surface, but that 3D touch is better for objects 
that further from the display [11]. 

Research comparing pointing in the real world vs. virtual 
reality indicates that VR performance is substantially worse 
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[22, 27, 33]. Several factors contribute to this difference, 
notably including input latency and noise [36], tracker 
registration [33] and tactile feedback [12]. However, visual 
cues (e.g., depth cues and “artificial” feedback 
mechanisms) are critical as the largest differences occur 
during the correction phase of motion, where visual 
feedback is used in a tight feedback loop [22, 27]. 

Due to the direct correspondence between input and display 
spaces, target selection is affected by several visual cues 
and feedback mechanisms. Early work [4, 5] focused on 
stereo and head-tracking and found that target position 
significantly affected task completion time and accuracy. 
Depth movements were slower and less accurate than 
screen-parallel movements. Participants were better able to 
judge depth with stereo enabled. These results were later 
confirmed in a docking task [5], where stereo significantly 
reduced movement error in depth. 

Other visual aids are important in 3D pointing. Partial target 
occlusion improves selection with volumetric cursors, 
especially when combined with stereo [42]. Visual 
feedback also improves object position memorization [13]. 
Color change is a commonly used visual feedback 
mechanisms. The recent Virtual Mitten technique [1], for 
example, uses color changes to indicate pressure applied to 
a handheld grip device. Other recent work focused on visual 
feedback for hand-based grasp techniques [30]. The authors 
report that participants preferred changing the selected 
object color, even though it did not necessarily offer the 
best performance. Similar approaches improved participant 
speed and accuracy of 2D pointing in sub-optimal viewing 
conditions [17]. However, highlighting selected targets in a 
2D pursuit-tracking task did not improve performance [26].  

ISSUES IN 3D POINTING EXPERIMENTS 
While it may seem straightforward to extend the ISO9241-9 
methodology to 3D pointing, there are several issues in the 
domain of touch-based systems, but also relevant in other 
input methodologies. Here we review the most important 
ones. 

Stereo viewing 
One of the main issues is the stereo conflict inherent to any 
selection interface presented in stereo 3D. There are two 
main problems. First, the human visual system unable to 
focus simultaneously at objects at different visual depths 
(e.g., a target presented behind a finger or stylus). 
Converging the eyes on one feature will “double” the image 
of the other, yielding diplopia. This especially impacts 
systems that use 2D touch (i.e., on a touchscreen) for 
interaction with objects presented in 3D at different depths 
from the screen [11]. Second, most stereo systems also 
suffer from the vergence-accommodation conflict. When 
focusing on a 3D target displayed on the screen viewers 
will see a blurred finger or when focusing on the finger, 
they will see a blurred target [9]. This impacts systems 
using direct interaction (e.g., 3D touch in space) with 

stereo-presented targets [37]. Note also that any issues in 
depth perception impact not only the initial ballistic phase 
of pointing motions (as the motor program may target the 
wrong location in space), but also the final correction phase 
(where visual cues are very important). 

In pilot testing, we confirmed that stereo together with 
head-tracking was important for selecting the 3D position 
of an object. Participants were unable to reliably detect and 
touch the 3D position of an object using a tracked stylus 
without these cues. Using only one or the other was also 
insufficient, even in the presence of other cues (e.g., 
“support” cylinders, selection feedback, texturing, see 
below for discussion of each).  

Cursor-based selection methods avoid the full 3D pointing 
problem, as they select objects visible from the viewer or 
along a ray. With this, a 2D manifold effectively describes 
everything that can be selected. Evidence confirms that a 
2D model describes the performance of such techniques 
quite well [38]. Interestingly, displaying the cursor only to 
one eye cancels any negative effects of stereo conflicts. 
Yet, offset-based, i.e. cursor-based, methods do not work as 
well as direct touch methods for 3D pointing [10]. 

Recent work [38] indicates that using such cursor 
visualizations certainly help when targets are presented at a 
greater depth than that of the cursor. Note that such 
situations arise when attempting to use an OS system cursor 
(typically not displayed in stereo, but may be used by 
default, e.g., in stereo games), which is effectively 
presented to both eyes with zero-disparity. This yields a 
“stereo” cursor presented in the plane of the screen. 
However, there is some debate about potential negative 
effects of the one-eyed cursor, for example, eye fatigue. 
Schemali and Eisemann [31] report that the one-eyed cursor 
offered significantly worse performance than specially 
designed stereo cursors. They reason that this is due to eye 
fatigue. Our recent work attempted to replicate these results 
[40]. While they found small negative effects for using the 
one-eyed cursor in isolation from its benefits (e.g., in a 
binocular scene with zero-disparity) these effects were not 
significant.  

Non-spherical hit distribution 
In some ways more worrisome is that the fact that the 
distribution of 3D “hit” points in a 3D mid-air pointing 
experiment is not spherical. The most likely cause for this is 
depth perception inaccuracies. This is best illustrated by a 
analysis of 3D touch on a tabletop [9], see Figure 1. The 
main issue associated with such hit point distributions is 
that the notion of throughput in ISO9241-9 relies on a (at 
least approximately) spherical hit distribution for the 
effective measures [32]. Strong deviations from that 
distribution may invalidate the underlying assumption(s) 
that enable the combination of speed and accuracy into a 
single measure. 

 



 

 

Figure 1. Distribution of selection points for a 3D touch technique at various heights above a display. Black wireframe spheres 
indicate the targets. The diagonal arrow illustrates the normalized view angle. Figure reproduced from [9], with permission. 

Figure 2, for example, depicts selection coordinate 
distributions from a recent experiment on visual aids in 3D 
selection [39]. This scatter plot depicts the impact of 
selection feedback (discussed further below) on the 
distribution of selection coordinates. These selection 
coordinates are roughly spherical closer to the 0 cm depth 
(i.e., at the screen). Clearly the impact of the screen surface 
"flattens" the selection distribution somewhat in the 0 cm 
condition (the right-most column). However, for targets 
farther from the display, these distributions tend to become 
less round and more scattered. Other recent work [11] 
indicates that selection distributions can be far more oblong 
than spherical, with selection coordinates scattered along 
the movement axis, see [11]. 

Floating targets 
Volumetric 3D targets are the natural extension of 2D 
ISO9241-9 targets. Displaying such targets as solid objects 
is not advisable, as the user can then not tell if the cursor is 
inside or behind the volume. Thus, most studies use semi-
transparent volumetric targets. Yet, such transparent objects 
floating in space have few, if any, equivalents in the real 
world, i.e., they do not correspond to any real pointing task. 
The closest is popping soap bubbles. This reduces the 
external validity of volumetric targets. Note that Fitts’ law 
[16] describes rapid aimed movements in the real world, so 
this is a concern. Based on this reflection, some research 
groups use other objects, such as cylinders, as bases or 
“pedestals” for the targets, to visually “anchor” the targets 
in 3D space. 

Recent work [39] investigated the impact of floating targets 
on selection performance. Results of this study indicate that 
the presence of “support cylinders” did not significantly 
affect targeting performance. However, participant 
feedback almost universally favored the use of cylinders. 
All but two participants felt that the presence of cylinders 
helped them perform the point selection task used in the 
study, indicating “cylinders made the task a little bit easier” 
or “a lot easier”. Consequently, this issue may warrant 
further study.  

Target shapes 
Another important question concerns the shape of the target 
area or volume for a 3D pointing motion. Here are the most 
relevant options, see also Figure 3: 

• disc 

• sphere 

• hemi-sphere 

• cylinder 

• oriented cylinder 

• oriented truncated cone 

The differences between these targets become apparent 
when one compares the 3D target volume with their visual 
appearance from the user’s view. 

The advantage of the disc is that it is equivalent to a 2D 
target, which enables direct comparisons between 2D and 
3D pointing. Any of the other target types suffer from the 



problem that one is comparing a target area against a target 
volume. A disadvantage of disc targets is that they are view 
dependent, i.e., their visual profile depends on the viewing 
angle. 

Spherical targets are the natural 3D equivalent of 2D disc 
ISO9241-9 targets. A disadvantage of spheres is that one 
cannot simply put a sphere on top of the display itself nor 
on “pedestals”. In this situation, the user will then try to hit 
the sphere by touching the screen/surface (which is 
efficient), but fail to select the target as the sphere touches 
the screen/surface only at a single, infinitesimal small, 
point. One option is to use a hemi-sphere instead. Yet, this 
primitive has half the volume, which may distort the 
computation of various measures, including effective target 
widths. 

 

Figure 2. Selection distributions for separated by target depth 
and target size. Selections with feedback (highlighting) are 
shown in red, and without feedback (no-highlighting) are 
shown in blue. The horizontal axis is the z-axis of selection 

coordinates, while the vertical axis shows the y-axis (in cm). 

Cylinders are the extrusion of a disc. A disadvantage is that 
the visible cross-section relative to the ideal is larger. To 
address this, one can rotate the cylinder towards the viewer 
to make the visual profile equal to a disc/sphere. The 
disadvantage of this approach is that an oriented cylinder 
close to the viewer will have a significantly smaller base 
relative to the top, which is closer to the viewer. To address 
this, one can use an oriented truncated cone, which appears 
as a disc when oriented towards the viewer. 

Note that the natural selection distribution, as discussed 
earlier, may influence the decision of target shape. For 

example, given the inaccuracies of most 3D input devices, 
disc-shaped targets are unlikely to work reliably - selecting 
such a target in the absence of tactile feedback is likely 
impossible and may necessitate using a crossing paradigm 
experiment instead [2]. Similarly, while spheres appear a 
natural choice, selection coordinates tend to vary along the 
depth axis [39] or along the 3D movement vector [11]. 
Consequently, ellipsoids may also be a reasonable choice.  

       

Figure 3. Illustration of target shapes. 3D sketches shown in a 
side view for a viewer position from top right. 2D views shows 

what the viewer sees. 

Selection Feedback 
Several cues indicate when we have touched a target in 
reality, including tactile feedback and stereo viewing with 
correct vergence and accommodation. However, most VR 
systems do not present these correctly, if at all. Consider, 
for example, selecting a 3D target using a tracked finger. 
Due to the absence of tactile feedback, the finger will pass 
through the target. Stereo cues now indicate that the target 
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is in front of the finger, while occlusion cues indicate the 
opposite – the finger always occludes the screen. 
Consequently, another means of selection feedback is 
required. 

Recent work [11, 37] used target highlighting for this very 
reason. When the target is touched, it changes colour. This 
provides feedback that selection (e.g., via a button) will be 
successful, and helps the user choose between multiple 
targets. This has been shown to have a notable influence on 
3D point selection performance [39]. In particular, 
highlighting was found to increase movement time 
significantly. However, it simultaneously cut error rates by 
about half. The authors report that it had a substantially 
stronger effect than cylinders for support, or texturing - 
neither of which significantly influenced the study results.  

RECOMMENDATIONS 
Based on the reflections above, we recommend addressing 
the above-mentioned issues as follows: 

As the accommodation-vergence conflict is inherent to 
current stereo displays, it cannot be directly addressed. Yet, 
stereo is not the strongest depth cue [14]. Thus, one strategy 
is to use head-tracking (i.e. motion cues), textures, 
pedestals, a surrounding environment, and other methods to 
improve depth perception. Then users do not have to rely 
on stereo alone. 

Placing targets on (textured) pedestals aids users in their 
depth perception and makes targets easier to hit. 
Consequently, we recommend the usage of cylinders or 
other objects to visually anchor targets in space.  

Beyond this, we also recommend including a 2D pointing 
technique with any 3D study to increase external validity. 
Ideally, this should be a “best practice” comparison for 2D 
and 3D techniques. 

Future Work 
To address the issue of the non-spherical hit distributions 
observed in 3D pointing experiments, appropriate 3D 
generalizations of Fitts’ law are needed, which take the 
depth dimension correctly into account. We plan on 
working on this in the future. 

Any generalization of Fitts’ law to 3D should use semi-
transparent spheres or oriented truncated cones as targets. 
Yet, comparisons with 2D techniques require disc (or 
maybe hemi-spherical) targets. This calls for the 
development of methodologies that can compare 2D and 3D 
targets in one framework.  
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