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Figure 1. 3D drawings made by high and low spatial ability participants while walking in study 1.

ABSTRACT 

Virtual Reality (VR) headsets have made immersive 3D 

drawing available to the general public. However, compared 

to 2D drawing, the presence of an additional dimension 

makes sketching in VR challenging, since creating precise 

strokes that are positioned as intended in all three 

dimensions imposes higher demands on the users’ 

perception, motor and spatial skills. Another challenge users 

face is creating accurate shapes in which strokes are 

positioned correctly relative to previous ones, as they may 

need to use different views to plan their next hand 

movement. In this paper, we analyze the behaviours of users 

with different spatial abilities while drawing in VR. Our 

results indicate that there are different types of behaviours 

that affect different aspects of the sketches. We also found 

that the user’s spatial ability affects the shape of the drawing, 

but not the line precision. Finally, we give recommendations 

for designing 3D drawing interfaces. 
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CSS Concepts 
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INTRODUCTION 
Drawing is an important element of human expression since 

it is an efficient way to convey information and to start the 

design process [54]. Recently, with the availability of 

affordable, high-quality Virtual Reality (VR) devices like 

the HTC Vive [25] and Oculus Rift [38], there has been a 

boom in the development of commercial tools for immersive 

3D drawing, including Tilt Brush [20] and Quill [16]. These 

tools let users directly draw 3D objects in a virtual 

environment (VE) using freehand drawing. Users can also 

freely walk around their creations to see them from different 

perspectives. These two features have been touted as an 

advantage of 3D drawing tools for VR over other 3D object 

creation tools, as both, freehand drawing and walking are 

intuitive and easy to learn and use [55, 56]. Despite these 

claimed advantages, prior work shows that the resulting 

drawings are less accurate than 2D sketches [2, 57]. There 

are various possible explanations for this difference, 

including, but not limited to, depth perception errors [2, 53], 

higher cognitive and sensorimotor demands [57], and the 

absence of a physical surface [2]. One problem with this lack 

of accuracy is that it hurts the creative process since the 

sketch may not match the user intention. 

This paper investigates users’ behaviours during the stroke 

planning phase [28] while drawing in VR dependent on their 
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spatial ability. Previous work has already shown that spatial 

ability influences 3D modelling in CAD programs [9, 14] 

and on 2D drawings [39]. However, no other work has 

studied the effect of the user’s spatial ability on 3D 

immersive drawing and how it affects the final sketch. 

Through understanding users’ behaviours during the stroke 

planning phase, our work extends previous work that 

analyzes the stroke creation process [2, 57]. In our first 

study, we investigate how participants create 3D sketches 

using freehand drawing while standing or walking. We 

found that the shape likeness of the drawing is affected by 

the user’s spatial ability, but not the line precision, with 

sketches drawn by high-spatial-ability participants being 

more like the target shapes than sketches drawn by low-

spatial-ability participants (Figure 1). We found no 

difference between standing and walking, but when only 

consider walking the high-spatial-ability user’s movement 

was more systematic than the low-spatial-ability user’s 

movement. This difference affects their shape likeness. In 

our second experiment, we further investigate the effect of 

viewpoint change on the stroke planning phase. We found 

that, when walking, the participant’s shape likeness and line 

precision was better than when using hand-based view 

control. We also found that choosing the correct viewpoint 

to draw had a positive effect on the final sketch. 

RELATED WORK 

Challenges of 3D Drawing 

3D stroke creation using VR devices is less accurate than 2D 

stroke creation using pen and paper [2, 57]. For example, 

Wiese et al. [57] found a difference in line precision and 

completion time between 2D and 3D sketches. They found 

that 3D drawing requires higher manual effort and imposes 

higher cognitive and sensorimotor demands than 2D 

drawing. This is a consequence of the need to control more 

degrees of freedom during movement (6DOF instead of 

2DOF). Arora et al. [2] also found that users’ shape likeness 

for VR decreased by 148%, using the metric of overall mean 

deviation from a target stroke. One possible explanation for 

this difference is the lack of a physical surface, since it forces 

users to rely only on their eye-hand coordination to control 

the stroke position. However, previous work by Tramper and 

Gielen [53] on eye-hand coordination has found a difference 

in the dynamics of visuomotor control for version and 

vergence. In this context, we understand version as coupled 

eye movements in the same lateral/vertical direction, and 

vergence as independent eye movements in opposite 

directions for depth accommodation. Arora et al. [2] also 

identify the depth perception problems associated with 

stereo displays as a likely reason for the inaccuracy of 3D 

immersive drawing. Such problems include the under-

estimation of distances [42] and the targeting accuracy 

differences between movements in the vergence and the 

version direction [6, 7]. 

Another factor affecting 3D drawing is the correct 

positioning of a stroke in the 3D scene, as the user needs to 

consider the spatial relationships between objects while 

drawing [4]. This task relies on the user’s spatial ability [9, 

17], which consists of three elements: a) spatial 

visualization, the mental ability to manipulate 2D and 3D 

figures, b) spatial orientation, the ability to rotate mental 

representations of 2D and 3D objects, and c) spatial 

perception, the ability to be aware of one’s relationship with 

the environment. A person’s spatial ability is dependent on 

many factors, such as training [14, 46]. Previous work has 

found that individuals utilize all elements of their spatial 

ability [9, 39, 46] and their spatial memory of the scene [47] 

while drawing. For example, Orde [39] found that people 

with more developed spatial skills are more capable of 

converting an abstract mental picture into a concrete product 

and that the higher their spatial skills are, the more 

sophisticated their representation is. Samsudin et al. [46] 

also found that users with high spatial orientation can better 

conceptualize the world around them and thus can better 

solve orthographic drawing tasks. For 3D content creation, 

Branoff and Dobelis [9] found a relationship between the 

students’ spatial abilities and their final scores in a university 

modelling course, and showed that students with high spatial 

ability got better scores on their 3D modelling test than low 

spatial ability students. 

3D Drawing Tools 

Creating a user interface that lets users accurately draw in a 

3D virtual environment has been an open area of research for 

decades. Earlier systems such as HoloSketch [13] or 

CavePainting [29], showed the possibilities of directly 

drawing in 3D by using a straight one-to-one mapping of 

body movements to strokes. This technique, called freehand 

drawing, is easy to learn and use [56] and is the basis of most 

current commercial systems like FreeDrawer [56], Quill [16] 

and Tilt Brush [20]. However, the accuracy of freehand 

drawing is reduced by the stroke creation challenges 

presented above. Previously proposed user interfaces for 

immersive 3D drawing have tried to increase the user’s line 

precision during the stroke creation process. Some tools like 

Lift-Off [27] and Drawing on Air [30] use novel metaphors 

to constrain the stroke creation process by reducing the 

demands on the user’s visuomotor skills. Other tools reduce 

the user manual effort by beautifying strokes, i.e. Fiorentino 

et al. [18] and Multiplanes [5]. Beautification is the process 

of transforming informal and ambiguous freehand input to 

more formal and structured representations [37]. There are 

also tools that let users draw on a plane to reduce the effect 

of depth perception errors in stereo display systems. These 

include Digital Tape Drawing [22], ImmersiveFiberMesh 

[40], Multiplanes [5], and SymbiosisSketch [3]. 

Immersive 3D drawing tools also let users easily change 

their viewpoint [3, 5, 16, 20] by walking around their 

drawing. This characteristic is important since viewing a 3D 



object from multiple viewpoints helps users create a mental 

model of the object they are drawing [45, 50]. Some tools let 

users employ the grab the air interaction technique [44], or 

a variation of it, to further manipulate their drawings. For 

example, ImmersiveFiberMesh [40] and Digital Tape 

Drawing [22] use two-hand pan and zoom interaction, in 

which hand movement direction specifies the camera 

movement. Lift-Off [27] lets users grab the drawing with 

their non-dominant hand and reorient it by moving that hand. 

Previous work has studied the effect of changing the 

viewpoint on 3D CADs and found that it may lead to 

disorientation and frustration and suggested the use of 

widgets to help users [19, 32]. However no previous work 

has studied this effect on 3D immersive drawing.  

MOTIVATION 

In this paper, we aim to identify the user behaviours during 

the stroke-planning phase while drawing in VR depending 

on their spatial ability. We focus on the stroke-planning 

phase since in this stage users mentally plan the next stroke 

based on the current drawing [28], choosing the viewpoint 

and the hand position from where to draw the new stroke. 

When selecting the viewpoint, the user shape likeness may 

be affected by the disorientation caused by low spatial 

updating [43, 52], which is the ability to create and update a 

mental model of the environment. This problem can be 

enhanced by the method used to control the view [8, 55]. 

When choosing the correct hand position, the user shape 

likeness and line precision may be affected by their depth 

perception [31], which depends on the display type [6, 7], 

and each individuals’ vision system [24]. We also aim to 

quantify the effect of the user’s spatial ability on their final 

3D drawings. Understanding the effect of the spatial ability 

is important because planning the next stroke relies on the 

understanding of the correct relationships between the 

elements inside the 3D virtual environment, which heavily 

depends on the user’s spatial ability [11].  

Previously proposed user interfaces for 3D immersive 

drawing have focused on helping users create precise lines 

by solving the challenges of the stroke creation process. 

However, few tools have focused on solving the challenges 

of the stroke-planning phase, which is less understood. 

Helping users plan their next stroke is important: Israel et al. 

[26] showed that users expect that directly drawing in an 

immersive 3D environment will improve their spatial 

thinking, specifically improving their ability to draw 3D 

objects that have proper proportions relative to the user’s 

bodies. Our final goal is to identify opportunities to develop 

better user interfaces for immersive 3D drawing based on the 

behavioural differences between spatial ability groups. 

Effect of spatial ability on immersive 3D drawing. 

No previous work analyzes how the user’s spatial abilities 

affect immersive 3D drawing. However, based on previous 

results on 2D drawing [39] and 3D modelling [9, 14], we 

hypothesize (H1) that a user’s spatial ability affects the 

shape likeness of the final drawing. We expect that users 

with higher spatial abilities will draw shapes that are more 

similar to the example than those with lower abilities. 

Effect of viewpoint change while 3D drawing. 

Previous work has found that when comparing walking and 

standing while doing a data analysis task [35], users’ spatial 

abilities influence their performance. Similar to 3D drawing, 

data analysis is also a visually-demanding 3D task [35]. 

Based on this, we hypothesize (H2) that a user’s line 

precision and shape likeness diminish when they change 

their viewpoint while drawing. We expect that when drawing 

while standing the user’s line precision and shape likeness 

will be higher than when they walk while drawing. 

Effect of the user’s behavioural differences based upon 
their spatial ability.  

Two important elements of spatial ability are spatial 

orientation and spatial visualization, both of which are 

distinct abilities and affect the way the user understands the 

3D environment [23, 34, 41]. Based on this relationship we 

hypothesize (H3) that a user’s spatial ability affects drawing 

behaviours in 3D regarding their hand position in space, 

viewpoint orientation and hand movement direction. We 

expect that high-spatial-ability users draw differently than 

low-spatial-ability users. 

USER STUDY 1 

This study aims to establish a baseline for freehand 3D 

immersive drawing depending on the user’s spatial ability. It 

also evaluates the differences between staying in the same 

position and walking while drawing a single 3D object in 

VR. 

Methodology 

Participants 

We recruited 12 participants from the university community 

(7 female). 10 of participants were between 18-24 years old 

and 2 between 25-34 years old. Only one participant was left 

handed. The participants’ frequency of drawing with pen and 

paper was, 1 drawing every day, 5 a few times a week, 1 

once a week, 4 a few times a month, and 1 once a month. For 

drawing in VR, 8 of our participants had never drawn in VR 

before, 2 had drawn 2-4 times, and 2 had drawn between 5-

9 times. 

 

Figure 2. a) Physical experimental setup with walking area. b) 

3D environment of the experiment  



Apparatus 

We used a 3.60 GHz PC with Windows and a NVidia 

GTX1080 Ti to run the experiment. We used an HTC Vive 

Gen 1 with a TPCast wireless transmitter and two standard 

HTC Vive Controllers. In the condition that allowed 

participants to walk, they were provided with a circular 

walking area with 4 m diameter free of any obstacles (Figure 

2a). The 3D scene was displayed in Unity3D and consisted 

of open space with no spatial references (Figure 2b). Users 

used their dominant hand to draw the strokes and their non-

dominant hand to specify the start and end of each trial. The 

drawing system provided only basic stroke creation features, 

with no additional features like colour, stroke width, or 

stroke deletion, to avoid distracting users. In the top left 

corner of the headset display, a message reminded users 

whether they should stand or walk around while drawing. In 

front of the participant, there was an image with the current 

object to draw. This image disappeared while participants 

were drawing a stroke to avoid tracing movements, which 

are different from drawing movements [21]. 

Procedure 

First, participants were asked to complete two cognitive tests 

to measure their spatial ability: the vz-2 paper folding test 

[15] and the perspective taking / spatial orientation test [34]. 

Based on the participant’s scores in both tests, we used 

previous work in the area [35] to separate our participants 

into two groups, low-spatial-ability (LSA) and high-spatial-

ability (HSA). Participants then answered a questionnaire 

about their demographics. Subsequently, the researcher 

instructed participants in the task and explained and 

demonstrated which movements were allowed in the 

walking and standing conditions. In the standing condition, 

participants were not permitted to move their feet to 

physically move to a different place. The walking condition 

had no restrictions on movement and participants were 

encouraged to walk and move around while drawing. We 

also instructed participants to draw only the outline of the 

model and to keep the drawing’s size similar to the reference 

object. We told participants that we were not evaluating their 

drawing ability or their ability to recall an object, but that 

they should try to draw the object as accurately as possible 

without adding extra features. Finally, after receiving the 

general instructions, participants were trained on how to use 

the system. 

 

Figure 3. Target shapes to be drawn by participants. 

At the beginning of each trial, participants saw 2D 

renderings of the 3D model they were going to draw on a 

sheet of paper. The views were from the front, top, side, and 

in perspective (Figure 3). During this phase, participants 

could ask questions about the camera position for each view. 

Once participants felt comfortable with the object, they 

walked to the marked position inside the circle (Figure 2a) 

and put the headset on. Then they pressed the non-dominant 

hand touchpad to start the trial and pressed that touchpad 

again when they finished their drawing. Each participant had 

a maximum of ten minutes to finish a trial. Between each 

drawing, participants rested for two minutes. Each 

participant did seven drawings in total, one for training and 

six for the study. Of the three shapes used, two were similar 

to the objects used in a Shepard and Metzler mental rotation 

test [48], and one had curved segments since curves are 

integral for the design process [2]. We chose geometrical 

shapes based on their complexity and to ensure that 

participants were drawing the shape they were seeing and 

not relying on previous knowledge about a given object. In 

addition, using geometric shapes allowed easier 

measurement and error quantification. After finishing all the 

drawings, the participants answered a questionnaire about 

their experience. Each session lasted between 40-60 

minutes, including the time for the spatial ability tests. 

Design 

The study used a 2x3x2 mixed design. The within-subjects 

independent variables were movement type (walking vs. 

standing) and shape (1, 2, and 3). The between-subjects 

independent variable was spatial ability (low vs. high). In 

total, we collected 72 drawings, 6 for each participant. There 

were the same number of participants in both ability groups, 

so our design was balanced between factors. The order of 

conditions for both within-subject dimensions was counter-

balanced across participants using a Latin-Square design. 

The collected measures were drawing time, total time, 

images of the 3D drawings, the stroke objects created in 

Unity3D, and the participant's head and hand position at 

every point in time. We also recorded video of the 

participants and created screen videos of the participants’ 

views while drawing. 

 

Figure 4. Drawings done by participants. 



Results 

After collecting the drawings, we investigated several 

characteristics of the drawings and the drawing process to 

see how they were distributed, what their effect was, whether 

there was a correlation with spatial ability, and how they 

interacted. The measures were: total and drawing time, line 

precision, and shape likeness. We also analyzed the video 

capture and screen recordings to identify the different 3D 

drawing behaviours and verified that all the participants 

followed our instructions for the walking and standing 

conditions. 

The results were analyzed using repeated measures ANOVA 

with α=0.05. As the data for line straightness, match line, 

corrective movement, and total time was not normally 

distributed, we used an Aligned Rank Transform (ART) [58] 

before the ANOVA. All the other data was normally 

distributed. Statistical results are reported in Table 1, where 

“***” marks results with p < 0.001, “**” for p < 0.01, “*” 

for p < 0.05, “M.S.” for marginally significant, and “N.S.” 

for not significant. 

 SPATIAL 
ABILITY 

MOVEMENT MOVEMENT ⨉ 

SPATIAL ABILITY 
MEASURE F (1, 10) p F(1, 10) p F (1, 10) p 

TOTAL TIME 0.08 N.S. 53.2 *** 3.78 
M.S

. 
DRAWING TIME 0.03 N.S. 6.3 * 0.35 N.S. 

LINE 
STRAIGHTNESS 

0.4 N.S. 29.3 *** 0.06 N.S. 

MATCHING OF 
LINE PAIRS 

1.68 N.S. 0.2 N.S. 0.26 N.S. 

DEGREE OF 
DEVIATION 

2.41 N.S. 0.14 N.S. 0.02 N.S. 

CORRECTIVE 
MOVEMENTS 

1.9 N.S. 1.12 N.S. 0.31 N.S. 

SHAPE LIKENESS 13.5 ** 0.07 N.S. 0.15 N.S. 

Table 1. User study 1 statistical results. Green color shows 

significant difference. 

Total Time: Total time is the time participants spent drawing, 

which includes creating strokes, walking, and planning the 

next stroke. There was a significant main effect of movement 

type on total time (F1, 10 = 53.2, p = 0.0001). Cohen’s d = 0.6 

identifies a large effect size. Overall, participants spent a 

significantly longer time drawing in the walking condition 

than in the standing condition (Figure 5.1). There was no 

significant main effect between spatial ability groups for 

total time. 

Drawing Time: Drawing time is the time participants spent 

creating strokes. There was a significant main effect of 

movement type on drawing time (F1, 10 = 6.3, p = 0.03). 

Cohen’s d = 0.35 identifies a medium effect size. Drawing 

times for the walking condition were significantly longer 

than for the standing condition (Figure 5.2). There was no 

significant main effect between spatial ability groups for 

drawing time. 

Line precision: We coded each drawing using the method 

from Wiese et al. [57] to evaluate the quality of the strokes. 

This coding method uses four categories: line straightness, 

matching of line pairs, degree of deviation, and corrective 

movements. Drawings were given a score between 3 (very 

good) and 0 (very poor). The sum of all the scores is called 

line precision. There was a significant main effect of 

movement type on line straightness (F1, 10 = 29.3, p = 

0.0003), but not of spatial ability. Cohen’s d = 0.76 identifies 

a large effect size. Overall, line straightness for the walking 

condition was better than for the standing condition (Figure 

5.3). For the rest of the values, there was no significant main 

effect between movement types and spatial ability groups 

(Table 1). 

Shape likeness: We subjectively compared the similarity of 

the sketch to the 3D model following the Cohen and Bennett 

[12] definition of shape likeness, which attempts to remove 

aesthetics from the evaluation. To do so we used a variant of 

the card-sort method. The scoring was done inside a virtual 

environment using the Unity3D strokes created by the users 

and the 3D model as an example. First, we standardized the 

sketches’ sizes by scaling the drawings to the same height 

while keeping the same proportions. We also rotated the 

drawings to match the top two corners of the 3D model used 

to create the target image (Figure 4). Then, each drawing was 

given a qualitative score between 10 (very good) and 1 (very 

poor) based on the proportions of the 3D drawing compared 

to the 3D model, the deviation of each feature from the 3D 

model’s features, and the presence/absence of shape 

features, i.e., missing elements, extra elements, and rotating 

elements. Each drawing was first scored by comparing to the 

other drawings by the same participant. Then we compared 

each individual drawing to drawings with similar scores and 

standardized the scores across the users. Similar subjective 

shape-likeness scoring methods have been used by Tchalenk 

[51] and Chamberlain [10]. There was a significant main 

effect of spatial ability on shape likeness (F1, 10 = 13.5, p = 

0.004). Cohen’s d = 0.9 identifies a large effect size. Shape 

likeness for the HSA participants was significantly higher 

than for the LSA participants (Figure 5.4). 

3D drawing behaviours: We identified differences in the 

way a user creates the strokes and how they move while 

drawing. For this, we only evaluated the drawings made in 

the walking condition, as this condition is the one that 

mimics a real immersive 3D drawing tool. All participants 

moved in this condition. As looking only at this condition 

removes half of our data, we re-analyzed the line-precision 

and shape-likeness scores to see if the same effects occur as 

with the full data. The user’s spatial ability has a statistically 

significant effect on shape likeness (F1, 34 = 11.45, p = 

0.0001), as HSA shape-likeness scores were higher than 

LSA shape-likeness scores. Cohen’s d = 0.7 identifies a large 

effect size. There is also a statistically significant effect on 

line precision (F1, 34 = 10.58, p = 0.002), with HSA line 

precision being higher than LSA line precision. Cohen’s d = 

0.4 identifies a large effect size. We discuss this difference 

below.



 
Figure 5. Experiment 1 results, 1) total time, 2) drawing time, 3) line straightness, 4) shape likeness, and 5-12) drawing behaviours. 

 

Figure 6. Allegory movement paths for standing position from 

a top view. Green areas are the user standing positions, red-to-

blue gradient dots represent the participant’s movement. 

Standing positions while drawing: We identified the 

different positions where the participants stood while 

drawing to identify the number of viewpoints from which 

they saw their drawing. To get this data, we created heat 

maps of the participants’ head positions while drawing. In 

the heat maps, each head position had a weight of 0.1 pts and 

a circular area of 10 cm radius; see Figure 6. From these heat 

maps, we identified three different types of patterns: two 

view positions, circular movement paths, and semi-circular 

movement paths. The two-view pattern was used only by two 

HSA participants for shape 1, so we removed this pattern 

from the following analysis. For the remaining 34 drawings, 

19 follow a circular movement path (Figure 6a), and 15 

follow a semi-circular path (Figure 6b). 

When analyzing the movement patterns, we found a 

statistically significant effect on shape-likeness scores 

between HSA and LSA participants (F1, 34 = 11.7, p = 

0.0001). Cohen’s d = 0.29 identifies a medium effect size. 

Overall, HSA participants got better shape-likeness scores 

than LSA participants for both movement types (Figure 5.6). 

There is also a marginally significant effect on shape likeness 

between the participant’s spatial ability and movement type 

(F1, 34 = 2.92, p = 0.09). Both participant groups achieved 

better shape-likeness scores when using the circular pattern 

than the half-circle pattern, but in both conditions’ HSA 

shape-likeness scores were higher. Finally, there is a 

marginally significant effect on line-precision scores 

between HSA and LSA participants (F1, 34 = 3.68, p = 0.06). 

HSA participants have better line precision than LSA 

participants (Figure 5.5). 

Movement paths: We analyzed the participant’s head 

position over time to see how the participants moved while 

drawing. To get this data, we first identified head positions 

that were at least 30 cm from the previous position to 

eliminate head movements without walking. Then we used a 

red-to-blue gradient to visualize which positions were used 

first and which last (Figure 6). Shades of red represented the 

first positions and blue the last. We found that some 

participants orbit around part of their drawing before moving 

to another part, and we called this behaviour rocking 

movement. There is a statistically significant in the number 

of rocking movements between HSA and LSA participants 

(F1, 34 = 11.45, p = 0.0001). Cohen’s d = 0.59 identifies a 

large effect size. HSA participants did more rocking 

movements than LSA participants (Figure 5.7). 

We also analyzed the shape-likeness and line-precision 

results between participants that used rocking and those that 

did not. There is a statistically significant effect on the shape-

likeness scores between participant that rocked and those that 

not (F1, 30 = 11.6, p = 0.002). Cohen’s d = 0.57 identifies a 

large effect size. Participants that used rocking achieved 

better shape-likeness scores than those participants that did 

not (Figure 5.9). There is also a statistically significant effect 

on line precision between participant that rocked and those 

that not (F1, 30 = 10.58, p = 0.002). Cohen’s d = 0.55 identifies 

a large effect size. Here, participants that used rocking got 

better line-precision scores than those participants that did 

not (Figure 5.8). However, we did not find a difference in 

terms of line precision or shape likeness based on the 

participant’s spatial ability, nor an interaction between 

spatial ability and rocking. 

Hand starting position: We analyzed the hand’s starting 

position for each stroke to identify whether the users’ spatial 

ability affected their arm movement relative to their head 



position. To get this data, we manually tagged the screen 

capture of the session and recorded the percentage of strokes 

that were part of different groups. We found two different 

types of hand starting position, middle and side. For a hand-

starting-position in the middle, participants started the stroke 

near the vertical midline of their bodies and moved their hand 

away from the center. In a side-hand-starting position, 

participants started the stroke on one side of their body and 

moved their hand across their body. There is a statistical 

significance in the percentage of strokes that were part of 

each group (F1, 10 = 52.31, p = 0.0001). Cohen’s d = 1.5 

identifies a large effect size. A majority of the participants 

started a stroke in the center of their body rather than on the 

side of their body (Figure 5.10). However, there was neither 

a significant difference between HSA and LSA participants 

nor an interaction between spatial ability and hand position. 

Drawing direction: We analyzed the way each participant 

moved their hand when drawing strokes, based on their body 

position, to identify how frequently participants drew strokes 

perpendicular to the view plane. Other drawing movements 

might be lateral/vertical in the drawing plane or a mixture of 

both, being diagonal in depth. To analyze drawing directions, 

we manually tagged the screen capture of each session and 

recorded the percentage of strokes that were part of each 

group. We used the participant’s current view to identify 

their drawing direction. We did not use the head position, as 

this may not represent the body orientation accurately. We 

found three different types of drawing directions: a) lateral, 

b) diagonal, and c) perpendicular. In the lateral drawing 

direction participants moved their hand approximately 

parallel to the view plane, in diagonal participants moved 

their hand approximately at a 45° angle from the view 

direction, and in the perpendicular drawing direction 

participants moved their hand approximately along the view 

direction, i.e., perpendicular to the view plane. 

There is a statistically significant difference in the percentage 

of strokes that belong to each category (F2, 20 = 38.03, p = 

0.0001). Cohen’s d = 1.1 identifies a large effect size.  A 

Tukey-Kramer post-hoc test showed that the lateral direction 

was more frequently used than diagonal and perpendicular 

directions (p = 0.0001), for 49% of all drawing movements. 

The diagonal direction was also more frequent than the 

perpendicular direction (p = <.0001), with 37% of all the 

drawing movements. Finally, the perpendicular direction 

was used infrequently, with only 14% of the drawing 

movements (Figure 5.11). We could not identify a difference 

in the percentage of strokes that belong to each category 

between HSA and LSA participants, nor an interaction 

between spatial ability and drawing direction category. 

Head movement while drawing: We analyzed whether the 

head followed the hand while doing the stroke or not, to 

identify if there are differences in eye-hand coordination 

between HSA and LSA participants. To get this data, we 

manually tagged the screen capture of the session and 

recorded the percentage of strokes for which the head 

followed the hand. We could only identify a marginally 

significant interaction between spatial ability and head 

movement (F1, 10 = 3.4, p = 0.07). More participants kept their 

head static while drawing, but for the participants that moved 

their head, LSA participant moved their head while drawing 

more than HSA participants (Figure 5.12). 

Discussion 

Shape likeness: Overall, HSA participants draw shapes that 

are more like the 3D models than LSA participants. For 

example, for Shape 2 the difference is almost 1.9 pts in 

ratings between the groups (HSA = 7.7 pts. vs. LSA = 5.8 

pts.). The difference in scores is also visible when just 

considering the walking condition. These findings support 

our hypothesis H1, as participants with high spatial ability 

achieved better scores for shape likeness compared to low 

spatial ability participants. One probable reason behind a 

difference in drawing scores is the participants drawing 

experience, however, when analyzing the 2D drawing 

experience between both groups we found that participants 

had similar drawing experiences (F1,11 = 0.19, p = N.S.). 

When analyzing the effect of the different types of 

movements, we did not find a significant effect on the shape 

likeness to the 3D model. The observed lack of impact of 

walking on shape likeness is the opposite of what previous 

literature on the cognitive effort of walking reports [59]. 

Line precision: The overall line precision for both standing 

and walking conditions was not statistically different 

between the HSA and LSA groups. There were significant 

low scores for line straightness in the standing condition, but 

those can be related to the naturally curved arm movements 

of humans, which have been discussed before by Arora et al. 

[2] and are a consequence of the absence of a physical 

surface. One probable reason behind the similar scores is the 

difference in total time between movement types, but we 

consider this to be a consequence of the time spent moving 

in the walking condition. The statistical difference in 

drawing time means that participants spent less time creating 

strokes while standing. We do not have enough information 

to identify a reason for this difference, however we 

hypothesize that participants could not see the mistakes they 

were making, as they used only a single viewpoint. Overall, 

our results do not support hypothesis H2. Interestingly, when 

only evaluating drawings created when walking, the line 

precision was significantly different between spatial ability 

groups. Notably, we found that the HSA participant’s line 

precision was better than that for the LSA participants. The 

HSA participant’s higher (3D) line precision scores while 

walking confirm the findings of previous work for 2D 

drawings [39]. 

User’s behaviours: To better understand how a user plans 

their next stroke, we also analyzed the walking condition of 

our experiment in detail to identify the participants’ drawing 

behaviours while drawing in 3D. In this condition, the 

participants were free to walk in any direction while drawing. 

First, we analyzed the users’ standing positions around the 



drawn object. Most participants followed either a circular or 

a semi-circular movement pattern. Although there is only a 

marginally significant difference between these patterns 

regarding outcomes, there seems to be a tendency where a 

user’s movement pattern and spatial ability affects the shape-

likeness score. For example, HSA participants that followed 

a circular pattern had a slightly higher score (7.9 pts.) than 

the participants that followed a half-circle pattern (7.7 pts.). 

This effect is more pronounced for LSA participants (circle 

= 6.6 pts. vs half-circle = 5 pts.). In general, the circular 

pattern has a larger number of distinct viewpoints than the 

half-circle pattern. These results support previous work, 

where multiple views of an object helped users understand a 

3D object better than with mental rotation [45], which is an 

important step of planning the next stroke. 

We also analyzed the movement paths while drawing. Here 

we found that some participants performed the rocking 

movement explained before. This rocking movement allows 

participants to change perspectives continuously before 

making a stroke, which may help them plan that stroke better. 

In contrast, for both spatial ability groups, participants with 

low shape-likeness scores remained in the same position 

more often than high-score participants. Even if they used 

similar viewpoints, their movements around the drawing are 

also more chaotic (Figure 7). Using a rocking movement has 

a positive effect on the overall likeness of the score (Present 

= 7.7 pts. vs. Absent = 5.8 pts.) and on the line precision 

(Present = 5.7 pts vs Absent = 4.7 pts). 

When analyzing the hand movement direction, we found a 

difference in the number of strokes each participant did in 

each category, with most participants using more lateral and 

diagonal drawing movements and fewer perpendicular 

movements. These results together with the movement 

patterns and the rocking movements lead us to believe that 

most participants were mostly performing planar drawings. 

When they needed to draw in depth, they preferred to move 

around rather than to draw with hand motion perpendicular 

to their view. This is an important finding because it shows 

that participants were actively avoiding perpendicular 

movements, even though the freedom to do this has been 

claimed as an advantage of 3D drawing [49]. Based on 

previous work we hypothesize that the reasons behind this 

deliberate behaviour are to work around depth perception 

problems [1, 6, 7, 42] and biomechanical limitations [36]. 

 

Figure 7. Movement paths with rocking vs no rocking. The red 

shapes show areas where the user stood to draw, and the 

yellow lines show walking paths. The blue lines show rocking 

movements. 

The last two measures we evaluated were hand start 

positions for a stroke and head movement while drawing. For 

hand position, there was a significant difference on the 

percentage of stroke that started at each position between the 

categories (side = 0.23% vs center = 0.76%), but not between 

HSA and LSA participants. For head movement types there 

was no difference between spatial ability groups. These 

results lead us to believe that the participant’s arm movement 

and their eye-hand coordination do not strongly correlate 

with the user’s spatial ability. In conclusion, the participant’s 

movement while drawing and the benefits of different 

movement patterns depends on the participant’s spatial 

ability. These findings support our hypothesis H3. However, 

we found no effect of a user’s spatial ability on other 

behavioural methods used for 3D drawing, like drawing 

direction, hand starting positions and head movement while 

drawing.  

General Discussion: Our first hypothesis was that a user’s 

spatial ability affects the shape of their final sketch. We were 

able to confirm our H1, as the shape likeness of the drawing 

is affected by the user’s spatial ability. However, we did not 

find a difference in line precision. These results lead us to 

believe that the higher cognitive and sensorimotor demands 

of 3D drawing [57] affect HSA users less than LSA users. 

Our second hypothesis was that the shape likeness and line 

precision of users diminishes when they change their 

viewpoint while drawing. However, we found that the user 

line precision increased when walking, and we found no 

difference on shape likeness, which does not support 

hypothesis H2. 

While our results were only measured for geometrical 

shapes, we hypothesize that they also hold for more general 

drawings. It is as difficult to draw a straight line in an 

otherwise free-form drawing as it is to draw one that is part 

of a geometric shape. We performed a post hoc power 

analysis for each parameter, based on the mean, between-

groups and within-groups comparison, and the effect size. It 

showed limited statistical power because of the modest 

sample size in the present study (N = 12) for the following 

results: drawing time (.40), shape likeness (.60), line 

precision (.24) for the walking condition, and shape likeness 

(.53) for the movement paths analysis. All other statistical 

results obtained statistical power at the recommended .80 

level. 

Based on these mixed results, and our analysis of the 

participant’s drawing behaviours, we believe that user’s 

spatial ability only affects certain classes of 3D drawing 

behaviours and that different classes of 3D drawing 

behaviours affect different parts of the stroke planning 

process and the stroke execution process. Those related to 

user movement while drawing, i.e., movement pattern and 

movement path, are correlated with shape likeness, as we 

found a significant difference between the shape-likeness 

scores of participants that use the rocking movement and 

those that do not. These behaviours are related to identifying 



an appropriate viewpoint to draw the next stroke. They are 

also related to the user’s spatial ability, as HSA participants 

used such behaviours more than LSA participants. Those 

drawing 3D behaviours related to hand movements and eye-

hand coordination, i.e., hand starting position and head 

movement, are not correlated to either the line precision or 

the shape likeness. These behaviours are related to 

positioning the hand in the correct place to draw the stroke. 

They are also individual to each participant, as the user’s 

spatial ability did not influence them. Finally, the hand 

movement direction is part of the stroke creation process, not 

the planning phase. But it shows that the users carefully plan 

their standing position to avoid movements in depth. 

USER STUDY 2 

In user study 1, we found that there are specific behaviours 

that help users select the correct viewpoint to draw the next 

stroke. Interestingly, one of our findings contradict previous 

work that changing the viewpoint through walking does not 

impact the shape-likeness scores. This result motivated us to 

further study the effect of changing the viewpoint while 

drawing in VR. Based on this, we hypothesize (H4) that a 

user’s line precision and shape likeness is affected by the 

viewpoint method used while drawing. We expect that 

drawing while walking improves the user’s line precision 

and shape likeness compared with other viewpoint-control 

methods.  Therefore, we evaluated the effect of using two 

common hand-based viewpoint control methods currently 

used in 3D immersive drawing systems: 

Two-hand rotation (THR): We implemented a variation of 

the grab the air interaction technique [44], where the user 

uses both controllers to grab the world and rotate it. Our 

implementation uses the position between both controllers as 

the rotation pivot. As we are comparing this method with 

walking, we only allow users to do a 1DOF rotation around 

the world up vector. Our technique also allowed for a 3DOF 

translation of the object. 

One-hand rotation (OHR): We mapped the sketch rotation to 

the left controller pose and let users rotate it and translate it 

by moving the controller. Again, we only allowed 1DOF 

rotation to emulate walking. 

METHODOLOGY 

Participants 

We recruited 12 participants from the university community 

(4 female). 5 of the participants were between 18-20 years 

old, 3 were between 21-24 years old, and 4 were between 25-

30 years old. None of the participants took part in study 1. 

The participants’ frequency of drawing with pen and paper 

was that 4 draw a few times a week, 2 every week, 3 a few 

times a month, 1 once a month, and 2 less than once a month. 

For drawing in VR, only 2 participants had drawn in VR 

before. We measured the participants’ spatial abilities before 

they drew as we did in the first study; the participants were 

equally divided between high and low spatial ability. 

Apparatus & Procedure 

The hardware setup was identical to study 1. The 3D 

software was updated to allow users to rotate their sketches. 

As in the previous experiment, users used their dominant 

hand to draw the strokes with the freehand drawing 

technique. The experiment procedure was identical to study 

1, and the target shapes were Shape 2 and 3 of study 1 (Figure 

3). 

Design 

The study used a 3x2x2 mixed design. The within-subjects 

independent variables were the movement type (walking, 

OHR, THR) and the drawing shape (2, 3). The between-

subjects independent variable was the user’s spatial ability 

(low vs. high). In total, we collected 72 drawings, 6 for each 

participant. Because there were the same number of 

participants in both ability groups, our design was balanced 

between factors. The order of conditions across within-

subject dimensions was counter-balanced across participants 

following a Latin-square design. The collected measures 

were drawing time (seconds), total time (seconds), the stroke 

objects in Unity3D, and the participant’s head and hand 

position. We also recorded video of the participants and 

created a screen video of the participants’ view while 

drawing. 

Results 

The results were analyzed using repeated measures ANOVA 

with α=0.05. All the data were normally distributed, except 

for drawing time and shape likeness. To normalize that data 

we used ART [58] before the ANOVA. Statistical results are 

reported in Table 2, where “***” marks results with p < 

0.001, “**” for p < 0.01, “*” for p < 0.05, “M.S.” for 

marginally significant, and “N.S.” for not significant. Figure 

8 shows some of the resulting 3D drawings done by our 

participants. 

Total Time: There was no significant difference between 

spatial ability groups or movement types for total time. 

Drawing time: There was no significant difference between 

spatial ability groups or movement types on drawing time. 

 

Figure 8. Study 2 results. 



Line precision: We coded each drawing using the same 

method as in study 1. There was a significant main effect of 

movement type on the matching of line pairs (F2, 20 = 4.8, p 

= 0.019), but not between spatial ability groups. Cohen’s d = 

0.19 identifies a small effect size.  A post-hoc analysis 

showed a difference between using THR and walking (p = 

0.02), but not between OHR and walking or OHR and THR 

(Figure 9.1). There was also a significant main effect of 

movement type on the stroke’s degree of deviation (F2, 20 = 

6.5, p = 0.006), but not for spatial ability. Cohen’s d = 0.31 

identifies a medium effect size. A post-hoc analysis 

identified a difference between using THR and walking (p = 

0.0056), but not between OHR and walking or OHR and 

THR (Figure 9.2). For the rest of the line-precision 

categories, there was no significant main effect between 

movement types and spatial ability groups. 

Shape likeness: We again coded each drawing using the 

same method as in study 1. There was a significant main 

effect on shape-likeness scores between LSA and HSA 

participants (F1, 10 = 6.5, p = 0.02). Cohen’s d = 0.6 identifies 

a large effect size. Shape-likeness scores for HSA 

participants were significantly higher than LSA participants’ 

scores (Figure 9.3). There was also a significant main effect 

of movement type on shape likeness (F2, 20 = 32.2, p < 0.001). 

Cohen’s d = 1.77 identifies a large effect size. A Bonferroni 

correction post-hoc analysis identified each movement type 

in a different group, where walking was better than THR, and 

THR was better than OHR. There was a significant main 

effect on shape likeness between movement type and spatial 

ability (F2, 20 = 3.6, p = 0.047). For HSA participants a post-

hoc analysis identified a difference between using OHR and 

walking (p = 0.0006). For LSA participants, all rotation 

methods were statistically significantly different from each 

other (Table 2 and Figure 9.3). 

 SPATIAL ABILITY MOVEMENT MOVEMENT ⨉ 
SPATIAL ABILITY 

MEASURE F (1, 10) p F(2, 20) p F (2, 20) p 
TOTAL TIME 3.13 N.S. 3.07 M.S. 1.8 M.S. 

DRAWING TIME 0.63 N.S. 2.34 N.S. 0.016 N.S. 
LINE 

STRAIGHTNESS 
0.46 N.S. 1.48 N.S. 0.54 N.S. 

MATCHING OF 
LINE PAIRS 

2.8 N.S. 4.8 * 2.9 M.S. 

DEGREE OF 
DEVIATION 

0.13 N.S. 6.5 ** 1.26 N.S. 

CORRECTIVE 
MOVEMENTS 

0.13 N.S. 0.24 N.S. 2.2 N.S. 

SHAPE LIKENESS 6.5 * 32.2 *** 3.56 * 

Table 2. User study 2 statistical results 

Discussion 

Shape likeness: We found a difference between movement 

types, where walking was better than THR, and THR was 

better than OHR. There were no significant differences for 

drawing or total time, which shows that the time spent 

drawing is unlikely to be a cause for this difference. These 

results show that the viewpoint control method has an effect 

on user performance. Specifically, it shows that walking is 

better for keeping the shape likeness of the sketch than hand-

based viewpoint control methods. Based on this, we 

hypothesize the similar results of standing and walking in 

study 1 are a consequence of the positive effects of physical 

moving on spatial updating, which helps users to remain 

oriented in space [33]. Thus, users can more easily find the 

correct viewpoint to draw their next stroke. Finally, the 

interaction between movement type and spatial ability, 

where the movement type affected HSA less than LSA 

participants, verifies previous work on spatial ability [23, 

34].  

Line precision: We found that the movement type has a 

significant effect on line precision for the matching of line 

pairs and the stroke degree of deviation. These line precision 

categories are related to positioning the stroke in place, 

which confirms that depth perception issues affect 3D 

drawing. It also makes us hypothesize that spatial orientation 

also affects line precision. The post hoc analysis shows that 

walking is better than THR. The lack of significance between 

walking and OHR made us look at the data in more depth. 

We found that participants used a similar number of scene 

rotations in the OHR and THR conditions (F1, 10 = 0.01, p = 

N.S.), but when looking at the screen capture videos, the 

OHR rotations seem to have involved smaller angles than the 

THR rotations. Based on this, we speculate that these small 

OHR rotations might have been less disorienting than the 

larger THR rotations. Overall, these results show that for 

immersive 3D drawing walking is better than hand-based 

view control. 

 

Figure 9: Experiment 2 results, 1) matching of line pairs, 2) 
degree of deviation, and 3) shape likeness. 

General Discussion: We analyzed the effects of viewpoint 

change on stroke planning. We found that users achieved 

better shape likeness and line precision scores when walking 

than when using hand-based viewpoint control. We 

hypothesize that this difference is a consequence of better 

spatial updating when walking [33], which help users better 

orient themselves in space than when using hand-based 

viewpoint control methods. These results validate previous 

work, where the viewpoint control method has an effect on 

user performance [35, 55], but also extends this work to 3D 

immersive drawing. Our results also show the importance of 

choosing the correct viewpoint control method, as we found 

that both line precision and shape likeness are affected by it. 

We hypothesize that the reason behind this is related to the 

selection of a wrong viewpoint due to disorientation. Based 

on this, the higher degree of spatial orientation of HSA 

participants compared to LSA participants in study 1 may be 

the reason for their high line precision scores in the walking 

condition. However, such speculations need to be verified in 

future work. We were also able to confirm the outcomes of 



our study 1 results, i.e. that the shape likeness of the drawing 

is affected by the user’s spatial ability, but not line precision. 

This confirms our H1. We were also able to show that hand-

based viewpoint control methods affect the user’s line 

precision and shape likeness, which confirms our H4. 

However, we found that the user’s spatial ability can 

diminish this effect, based on the interaction between spatial 

ability and movement type on shape likeness. In conclusion, 

the results of study 2 further support the findings of study 1 

on the user’s behaviours, as selecting the correct viewpoint 

is not only important for the shape likeness, but also for the 

sketches’ line precision. Finally, limited statistical power 

because of the modest sample size in the present study (N = 

12) may have played a role in limiting the significance of 

some of the statistical comparisons conducted. A post hoc 

power analysis, based on the mean and the between-groups 

and within-groups comparison effect size, revealed that the 

following statistical results had a limited statistical power: 

the matching of the line pairs (0.25), degree of deviation 

(0.58), line precision (0.51) and shape likeness (0.50). Other 

results obtained a statistical power at the recommended .80 

level. 

USER INTERFACES TO SUPPORT IMMERSIVE 3D 
DRAWING 

Based on the results of our two studies, we present several 

recommendations for 3D immersive drawing interfaces: 

Encourage users to change their viewpoint. 

Moving is critical for 3D drawing, since it allows users to 

view their drawing from different viewpoints and better plan 

their next stroke. In study 1 we identified that walking avoids 

the creation of accidentally curved strokes regardless of user 

spatial ability, which Arora et al. [2] identified to be a 

problem with drawing when standing. In study 2 we 

identified that the viewpoint control method affects the shape 

likeness, because when users changed their view using hand-

based viewpoint control methods their shape-likeness scores 

were lower than when they walked around their drawing. 

This is related to spatial ability, as HSA users achieved better 

shape-likeness scores than LSA users. Therefore, a 3D 

drawing user interface needs to encourage users to walk 

around their drawings to make it easier to identify the “real” 

stroke shape in 3D.  

Help users identify the spatial relationship between strokes 

Previous work [30] found that repositioning the view 

increases 3D understanding of the shape. Study 1 and 2 

complement these results by showing that understanding the 

global shape of the sketch is related to systematically moving 

around the drawing while maintaining a good spatial 

orientation. More importantly, we identified that regardless 

of the user’s spatial ability, using rocking movements around 

the drawing improved their shape-likeness scores, as such 

rocking helps to perceive the correct spatial relation of a new 

stroke relative to existing content. Therefore, a 3D drawing 

user interface should help users understand the spatial 

relationship between strokes, such as orthogonality between 

strokes, better, e.g., by encouraging users to do rocking 

movements between drawing strokes. 

Give users tools to maintain their orientation while changing 
the viewpoint 

In study 2 we found that one advantage of walking over other 

viewpoint control methods is its ability to help users keep 

themselves oriented in space. This is related to spatial ability, 

as HSA users achieved were less affected by the negative 

effects of using hand-based control methods than LSA users. 

However, it is not always possible to physically move to the 

correct viewpoint. Therefore, a 3D drawing user interface 

should help LSA users better understand the spatial 

relationship between strokes, such as orthogonality between 

strokes, by providing strong orientation cues or navigation 

aids that show the probable position of new strokes in 

relation to the current strokes. 

Give users tools to draw in depth 

In study 1, we found that most users preferred lateral hand 

movements over depth movements. However, using only 

lateral hand movements negates one of the advantages of 

drawing in 3D, the ability to draw in depth. Therefore, we 

suggest giving users tools to improve depth perception to 

encourage depth hand movements. Another advantage of 

providing extra tools to better perceive depth is that it may 

help users identify the correct hand position in space, which 

may improve line precision as found in study 2. Previous 

work [2] suggested the use of planar surfaces to avoid 

problems related to depth perception and motions while 

drawing in VR. We complement their advice, by suggesting 

the use of widgets and visual guides inside the virtual 

environment to provide extra depth cues. 

CONCLUSION 

This paper quantifies the effect of spatial ability on 3D 

drawing. Our findings show that the user’s spatial ability 

affects the shape likeness of their sketches but not their line 

precision, as high-spatial-ability users achieve better shape-

likeness scores than low-spatial-ability users. This is 

particularly interesting since previous literature [14, 39] has 

not identified such an effect. More importantly, we found 

different types of user behaviours while drawing in 3D in 

study 1. Those related to the shape likeness are about 

identifying the correct viewpoint to draw the next stroke. 

Other behaviours are related to line precision and help users 

correctly position their hand in space to start a stroke. In 

study 2, we found that choosing the correct viewpoint also 

has a positive effect on line precision. In future work, we plan 

to explore the effect of disorientation on line precision and 

shape likeness further. 
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