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ABSTRACT 
One form of input for interacting with large shared surfaces 
is through mobile devices. These personal devices provide 
interactive displays as well as numerous sensors to effectu-
ate gestures for input. We examine the possibility of using 
surface and motion gestures on mobile devices for interact-
ing with 3D objects on large surfaces. If effective use of 
such devices is possible over large displays, then users can 
collaborate and carry out complex 3D manipulation tasks, 
which are not trivial to do. In an attempt to generate design 
guidelines for this type of interaction, we conducted a 
guessability study with a dual-surface concept device, 
which provides users access to information through both its 
front and back. We elicited a set of end-user surface- and 
motion-based gestures. Based on our results, we demon-
strate reasonably good agreement between gestures for 
choice of sensory (i.e. tilt), multi-touch and dual-surface 
input. In this paper we report the results of the guessability 
study and the design of the gesture-based interface for 3D 
manipulation. 

Author Keywords 
Motion gestures; surface gestures; input devices; interaction 
techniques; multi-display environments; mobile devices; 
3D visualizations; collaboration interfaces. 

ACM Classification Keywords 
H.5.2. Information and interfaces and presentation: User 
Interfaces. Input devices and strategies. 

INTRODUCTION 
Large displays are becoming more widespread and fre-
quently used in the collaborative analysis and exploration of 
3D visualizations. Manipulating 3D visualizations on large 
displays is not trivial, but present many challenges to de-
signers [5,6,7,18,32]. Researchers have investigated the use 

of mobile devices to interact with objects located on dis-
tant-shared displays [2,19,20]. However, there is little re-
search on how mobile devices can be used to carry out 3D 
interactions with objects at a distance. Malik et al. [17] sug-
gest that interacting at a distance using mouse-based input 
is inefficient when compared to gestural interaction. Aside 
from being more natural, gesture-based interactions can be 
learned by observing other users. 

   (a) 

 
 

(b) (c) 

 

 

(d) (e) 

Figure 1. The dual-surface bimanual touch- and motion-
enabled concept device (a); different ways of making gestures 

with the device: (b) rotating along the y-axis (motion-based 
gesture); (c) rotating along the x-axis (motion-based gesture); 
(d) rotating along the z-axis through the front-side (surface-

based gesture); (e) interacting with a occluded objects through 
the back-side (surface-based gesture) 

Most mobile devices now come with a touch-enabled dis-
play which can detect gestures on its surface (i.e., surface 
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gestures); furthermore, these devices usually incorporate 
highly sophisticated sensors (e.g., accelerometers, gyro-
scope, and orientation registers) which can recognize a va-
riety of motions (i.e., motion gestures). The combination of 
these input capabilities enables users to express a rich set of 
gestural language for enhanced interaction with the mobile 
devices themselves [26] but also with other types of sys-
tems, such as a tabletop or wall display [2,19]. 

In this work, we develop a set of gestures that are easy to 
learn and use for 3D manipulations of distant objects via a 
mobile device. Gestures can be surface-based (e.g., sliding 
of a finger on the touch-sensitive display) and/or motion-
based (e.g., shaking the device). Wobbrock et al. [39], pro-
posed a set of surface gestures for tabletop systems, using a 
participatory approach to elicit a set of user-defined ges-
tures. They subsequently showed that the user-specified set 
was easier for users to master [22]. Ruiz et al. [26] followed 
Wobbrock and Morris’ approach and developed a user-
defined set of motion gestures to operate mobile phones 
(e.g., answering a call, hanging up, etc.).  

Inspired by the work of Wobbrock et al. and Ruiz et al., we 
developed a user-defined gesture set. We targeted 3D ma-
nipulations performed at a distance and integrated both sur-
face and motion types of gestures—an area with little de-
velopment. In this work, we addressed two research ques-
tions: (1) if users have access to more input degrees-of-
freedom (multi-touch, dual-touch, and tilt), will they actu-
ally make use and benefit from them?; (2) do users have 
consensus as to what kinds of surface and motion gestures 
are natural for 3D manipulations via a mobile device? To 
answer these questions, we developed an experimental pro-
totype (see Figure 1) which enables surface gestures 
through both the back and front sides of a tablet and can 
sense multiple, simultaneous finger movements. The device 
also detects changes in orientation, allowing users to ex-
press commands using motion. The combination of dual-
surface input with simultaneous motion input can allow 
users varied ways of expressing gestures. 

In the following sections we describe in more detail the 
background of our work, our experimental setup and our 
findings. We also elaborate on a design and a preliminary 
study of a potential interface for 3D manipulation.  

RELATED WORK 
Our work builds upon prior research on back- and front-
side two-handed (or dual-surface bimanual) interaction, 
user-defined gestures, interaction at a distance with mobile 
devices, multi-display environments, and 3D interaction.  

Dual-surface and bimanual interaction 
The prototype (see Figure 1) used to elicit user-preferred 
gestures was influenced by research on back- and front-of-
device, two-handed (bimanual), and dual-surface interac-
tion. 

Back-of-device interaction has been explored for mobile 
devices, particularly for mobile phones [1,28,29,36,41]. 
This type of interaction allows users to use the back-side of 
a device as an additional input space. RearType [28], for 
example, enable users to perform text-entry activities by 
placing a key pad on the back. HybridTouch [31] and Yang 
et al’s prototype [41] have a trackpad mounted on the back 
of the PDA to enable gesture-based commands for tasks 
such as scrolling and steering, while Wobbrock et al. [40] 
suggest that such a trackpad will let users perform gestures 
to input unistroke alphabet letters.  

Some back-of-device input enabled prototypes emphasize 
the use of one hand, while others require users to use both 
hands—i.e., in a bimanual mode. One of the benefits of 
bimanual interaction is the division of labor to perform si-
multaneous tasks. For example, Silfverberg et al.’s proto-
type [29] has two trackpads on the back, one for each hand, 
so that one hand can be delegated to zooming and the other 
hand to panning actions. Similarly, users need two hands to 
input text from a keyboard placed on the back-side in Rear-
Type [28].  

Bimanual interaction is also common when interacting 
through the front of touch-enabled mobile devices. Touch 
Projector [2], a system that enables users to interact with 
remote screens through their mobile devices, require users 
to employ both hands, one for aiming at and selecting a 
distant device (e.g., a wall display or tabletop) and the other 
for manipulating objects. Researchers have claimed that 
two-handed interaction is more efficient, cognitively less 
demanding, and more aligned with natural practices than its 
one-handed counterpart [2,13,36].  

Researchers have experimented using both sides of a device 
to enable input—hence, dual-surface input [36,41]. Yang et 
al. [41] have showed that one-handed operations can be 
enhanced with synchronized interactions using the back and 
front of a mobile device in target selection and steering 
tasks. Similarly, for bimanual operations, Wigdor et al. 
[36], using their LucidTouch dual-surface prototype, have 
demonstrated that users found favorable the additional di-
mension of back-side input because, among other things, it 
enabled them to interact using all of their fingers. Our dual-
surface prototype was inspired by such systems that enable 
back-side input.  

Surface and motion gestures  
Aside from touch-enabled displays, current mobile devices 
come with other sensors which can detect motion and orien-
tation changes. Given these capabilities, Ruiz et al. [26] 
have categorized gestures that these mobile devices can 
perform into two groups: (1) surface gestures and (2) mo-
tion gestures.  

Surface gestures are carried out on the touch-enabled screen 
and are primarily two-dimensional. These gestures have 
frequently been studied in multi-touch tabletop systems 
(e.g., [8,10,22,39]). Morris et al. [20], from an evaluation of 



 

 

 

a multi-user photo application, have identified a classifica-
tion, or ‘design space,’ for collaborative gestures with seven 
axes: symmetry, parallelism, proxemics distance, additivity, 
identity-awareness, number of users, and number of de-
vices. For single tabletop users, Wobbrock et al. [38] pre-
sent a taxonomy of gestures and a set of user-specified ges-
tures derived from observing how 20 users would perform 
gestures for varied tasks. Surface gestures on mobile de-
vices have also been a theme of intense study. Bragdon et 
al. [3] have found that, in the presence of distractors, 
gestures offer better performance and also reduced 
attentional load. Techniques, such as Gesture Avatar [16] 
and Gesture Search [14], show that gestures can support 
fast, easy target selection and data access. Gestures can also 
increase the usability and accessibility of mobile devices to 
blind people [12].  

Motion gestures, on the other hand, are performed by trans-
lating or rotating the device in 3D space. These gestures 
have been studied for different tasks, such as to input text 
[10,23,34], to validate users’ identity [15] and to navigate 
an information space [25]. Because of its wide availability, 
tilt has been often explored more than other types of mo-
tions. Current mobile devices allow for a rich set of mo-
tions. Ruiz et al. [26] provide a taxonomy of motion ges-
tures, which has two main dimensions: gesture mapping 
and physical characteristics. Gesture mapping refers to the 
manner by which users map gestures to device commands 
and depends on the nature, context and temporal aspects of 
the motion. Physical characteristics, on the other hand, deal 
with the nature of the gestures themselves: the kinetic im-
pulse of the motion, along what dimension or axes the mo-
tion occurs, and how complex the motion is. Ruiz et al.’s 
taxonomy was formulated based on a guessability study, 
similar to Wobbrock et al.’s study [39]. From the study, 
they also developed a user-inspired set of motion gestures. 

To the best of our knowledge, there has not been any pub-
lished research examining surface and motion gestures for 
dual-surface mobile devices in the content of manipulating 
3D objects from a distance. 

Interaction at a distance 
Interaction at a distance occurs due to the unavailability of 
touch and unreachability of certain regions of a display. 
Large displays are affected by these issues, as users and the 
display could be separated at various distances [34]. One 
solution that has been proposed is to bring the content 
closer to the user by coupling a hand-held mobile device to 
the large display [2,19,20,]. Given that mobile devices also 
have a display, they can show a scaled-down version of the 
complete version shown in the large display, or as Stoakley 
et al. [30] would have called it a ‘world in miniature’. The 
coupling between the two displays can bring several bene-
fits. It allows users to be more mobile, especially in the case 
of tabletops, because they do not need to touch the table 
surface during interaction. In addition, it supports direct 
and indirect input. Users can manipulate the content by 

interacting through the small device and see the effects on 
the large display (i.e., indirect input) or they can interact 
with the small device and observe what happens to the con-
tent on the small device itself (i.e., direct input). Further-
more, the small device can provide some ‘personal’ or ‘pri-
vate’ viewing and input space only to one user—something 
often not available or not possible to have on large displays.  

3D manipulation on 2D surfaces 
Manipulating 3D object on multi-touch surfaces is non-
trivial and different solutions have been proposed 
[4,7,8,9,18,33,37]. Davidson and Han [4] have suggested 
that objects’ movement in the z-axis could be achieved us-
ing pressure. With Hancock et al.’s technique, Shallow-
Depth [7], users can perform rotation and translation 
movements with a single finger, but 3D operations (such as 
rolling and pitch) will require two different touches, one for 
selecting the object and the other for gesturing. Another 
technique, Sticky Tools [8,33], need the users to first define 
a rotational axis using two fingers and then using a third 
finger to do rotation motions. The movement along the z-
axis in both Shallow-Depth and Sticky Tools involves using 
a pinching gesture. Studies show that both techniques could 
be learned; however, they cannot be considered ‘natural’ 
[9]. Hilliges et al. [9] and Reisman et al. [24]suggest that a 
more natural way of manipulating 3D objects in multi-touch 
surfaces is to simulate how people interact with physical 
objects—for example, by allowing these objects to be 
‘picked up’ off the surface. However, understanding how 
the technique works is not easy because of ambiguity is-
sues. 

These proposed solutions could be categorized into two 
groups. The first concerns providing users with more de-
grees-of-freedom (e.g., [8]), while the second with offering 
users interactions that are natural (e.g., [9,24]). Our work is 
inspired by both these groups. We use a prototype which 
allows for a large number of degrees-of-freedom and types 
of input mechanisms so that we can assess whether and how 
they are used; and, we also develop natural interactions 
through a user-elicitation study with our prototype.  

User-elicitation studies 
A common approach to conceptualizing new interaction 
techniques is through user-elicitation, an important compo-
nent of participatory design [27]. User-elicitation or guess-
ability studies have been used by Wobbrock et al. [39] to 
develop their set of surface gestures for tabletops and by 
Ruiz et al. [26] to inform the design of their set of motion 
gestures for smartphones. The idea underlying a guessabil-
ity study [38] is to observe what actions users will follow 
given the effect of a gesture (i.e., asking users to provide 
the cause for the effect); then, from observations across a 
group of users, find whether there are patterns and consen-
sus about how a gesture is performed. In line with Wob-
brock et al. and Ruiz et al., we have also developed a user-



 

 

 

defined surface and motion gesture set by employing a 
user-elicitation guessability study, which we describe next. 

DEVELOPING A USER-DEFINED GESTURE SET FOR A 
DUAL-SURFACE AND MOTION INPUT DEVICE 
Our primary goal was to elicit user-defined gestures using 
our bimanual dual-surface tablet device (see Figure 1). The 
secondary goal was to identify which of the following sen-
sory input users would employ most: (1) Front-side multi-
touch surface; (2) Back-side multi-touch surface; (3) Gyro-
scope (for orientation); and/or (4) Accelerometer (for tilt). 

Participants and apparatus 
We recruited 12 participants (10 male) from a local univer-
sity between the ages of 22 to 35. All participants had some 
experience with touch-based mobile devices. 

Our experimental prototype was a dual-surface device cre-
ated by putting back-to-back two Acer Iconia tablets run-
ning Android OS. The prototype had a 10.1” multi-touch 
surface on the front and back and connected through a wire-
less network. Each tablet supported up to ten touches simul-
taneously and came with an accelerometer and gyroscope. 
Users could perform surface gestures by moving (sliding) 
one finger or a set of fingers; whereas motion gestures were 
performed through rotating (rolling, pitching, or yawing) 
the dual-surface device. The device allowed immediate 
visual feedback of all users’ touches on the front surface of 
the device 

Task  
Participants were asked to design and perform a gesture 
(surface, motion, or a hybrid of the two) via the dual-
surface device (a cause) that they could potential use to 
carry out the task (an effect). There were 14 different tasks 
(see Table 1). We asked participants to do a gesture twice 
and explain why they chose the gesture. Participants were 
not told of the difference between surface and motion ges-
ture, but only asked to perform a gesture that they feel com-
fortable doing. 

Procedure 
Each participant was asked to define a set of gestures for 
the above listed 14 different 3D manipulations using the 
dual-surface device. Participants were then handed the de-
vice so that they could get a feel for it; they began the ex-
periment when ready. 

The 14 manipulations were graphically demonstrated via 
3D animations on the front display of the device. After an 
animation was run once, the researcher would explain the 
task for clarity. The animation could be replayed as many 
times as needed. The participant was then asked to create a 
gesture to effectuate the effect seen in the animation. This 
could be with whichever sensory input they wanted and in 
whatever manner they wished. While creating their gesture, 
the participant was asked to think aloud. Afterward s/he 
was asked to sketch or write a short description of the ges-

ture on paper. This process was repeated for all 14 manipu-
lation animations. 

3D Manipulation Tasks 
Manipulation Animation Descriptions 

Rotation 
About X Axis Rotate the cube so that the top 

face is facing forward 
About Y Axis Rotate the cube so that the left 

face is facing forward  
About Z Axis Rotate the cube so that the top-

right corner becomes the top-
left corner 

Translation 
Along X Axis Move the red cube beside the 

blue cube (i.e., red cube left side 
of blue cube) 

Along Y Axis Move the red cube on top of the 
blue cube  

Along Z Axis Move or push the red cube back 
towards the blue cube 

Stretch 
Along X Axis Stretch the cube horizontally to 

the right 
Along Y Axis Stretch the cube vertically up 

Along Z Axis Stretch the cube by pulling the 
cube forwards 

Plane Slicing 
XZ  plane Cut the cube into an upper and 

lower portion 
YZ plane Cut the cube into an left and 

right portion 
XY pane Cut the cube into an front and 

back portion 
Selection 
2D Select the cube in the top-left 

corner 
3D Select the cube in the back bot-

tom-left corner, hidden behind 
the front bottom left cube 

Table 1. The 3D tasks given to participants by category. 

Results 
From the collected gestures, we were able to create a set of 
gestures that seemed natural to users. We grouped identical 
gestures for each task, and the largest group was chosen as 
the user-defined gesture for the task. The set composed of 
the largest group for each task represents the user-defined 
gesture set. We then calculated an agreement score 
[38,39,26] for each task using the group size. The score 
reflects in one number the degree of consensus among par-
ticipants. The formula for calculating the agreement scores 
is: 



 

 

 

 
where t is a task in the set for all tasks T; Pt is the set of 
proposed gestures for t; and Pi is a subset of identical ges-
tures from Pt. the range for At is between 0 and 1 inclusive. 
As an example let us assume that for a task, four partici-
pants gave each a gesture, but only two are very similar. 
Then, the agreement score for that task would be calculated 
according to Figure 2. 

 

Figure 2. Example of an agreement score calculation for a 
task. 

Figure 3 shows the agreement scores for the gesture set, 
ordered in descending order. The highlighted square shows 
the gestures with relatively high agreement scores. The 
scores involving the Z Axis are located at the lower end, 
indicating a lower consensus. Figure 4 (next page) shows 
the resulting 3D gestures from the user study and obtained 
from the agreement scores. 

 

Figure 3. Agreement scores for all tasks sorted in descending 
order. 

Figure 5 shows the user-defined gestures grouped by the 
sensory input used. Participants were allowed to use com-
pound gestures. For example, to move an object along the Z 
Axis, some participants asked if they could rotate the entire 
scene and then perform a gesture along the X or Y axes to 
obtain the same result. The yellow cells correspond to inter-

actions with equal agreement scores for a given input meth-
od. The front-side surface seems to be most frequently used 
input modality, followed by both tilt and orientation+front 
surface, and finally by back-side surface. 

 

Figure 5. Gestures grouped by sensory input. 

Discussion 
From Figure 3, we observe that the agreement scores are 
high for tasks related to the X and Y axes, unlike the scores 
for tasks in the Z Axis. This shows that gestures along the Z 
Axis are difficult to perform. We observed that if a partici-
pant could not think of a gesture for manipulating the 3D 
object along the Z Axis, they would ask if the scene could 
be rotated in order to perform the manipulation using a ges-
ture along the X and Y axes. 

Figure 5 appears to suggest that participants preferred using 
surface gestures over motion gestures. However, Figure 4 
indicates that participants also made use of motion gestures, 
especially for rotation tasks and tasks dealing with the Z 
Axis. During the study, we observed that most participants 
did not like to make large movements with the dual-surface 
device to create gestures. This shows that, although partici-
pants can make use of motion gestures, there seemed to be 
some hesitation, perhaps due to their unfamiliarity with 
motion gestures or maybe because the relatively large size 
of the device made it more difficult to perform motions 
with it.  

From figures 4 and 5, we can see that most gestures were 
carried out on the front-side of the dual-surface device. That 
is, the front-side was the main input space. Figure 5 shows 
that the back-side was not used frequently. The few ges-
tures that were performed on the back were unique among 
participants, and they therefore produced low agreement 
scores (see Figure 3). 

There is one observation that the figures 3-5 do not show 
and that is that participants would touch (or begin to make a 
gesture from certain regions on or around the object (in our 
case a cube) to perform interactions. For example, to stretch 
along the X Axis, many participants would usually begin by 
touching the midpoint of the object’s left and right edges. 
The same pattern was found for other tasks, especially those 
with high agreement scores (see Figure 6 for other tasks).



 

 

 

Rotation 
About X Axis 

 
Flick forward then back 

About Y Axis 

 
Flick left side forward then back 

About Z Axis 

 
Move top-left corner to top-left 

 
Translation 

Along X Axis 

 
Touch center and drag 

Along Y Axis 

 
Touch center and drag 

 
Along Z Axis 

 
Rotate device to alter view, then touch and drag 

 
 

OR 

Along Z Axis 

 
Rotate object, then touch center and drag 

 
Stretch 

Along X Axis 

 
Anchor one edge and pull the other 

edge 

Along Y Axis 

 
Anchor one edge and pull the 

other edge 

Along Z Axis 

 
Rotate object, then anchor one edge and pull the other 

edge 
 

Plane slicing 
XZ Plane 

 
Start off the object the slice 

through 

YZ Plane 

 
Start off the object the slice 

through 
 

XY Plane 

 
Rotate object, then start off the object the slice through 

Selection 
2D 

 
Tap object on front surface 

3D 

 
Tap object from back surface 

Figure 4. Resulting user-defined gesture set.



 

 

 

 

  

(a) Translation (b) Rotation 

  

(c) Scaling (d) Slicing 

Figure 6. Specific manipulation regions for four tasks.  

SQUAREGRIDS: AN INTERFACE FOR 3D 
MANIPULATION THROUGH GESTURES 
From the above experiment, we observed that (1) partici-
pants preferred to perform actions on the front-side of the 
dual-surface device; (2) they preferred to enact surface ges-
tures along the X and Y axes; and (3) they touched specific 
regions (or ‘hotspots’) on virtual objects when performing 
gestures. These findings led us to modify our experimental 
device and design a new interface for 3D manipulation, 
SquareGrids (Figure 7). 

 

Figure 7. SquareGrids: A potential interface for 3D 
manipulations of distant objects. 

SquareGrids used a single-sided multi-touch tablet with a 
accelerometer and gyroscope. Based on the gesture-input 
mappings obtained from the first experiment, the touch sur-
face and the accelerometer were used as the primary input 
mechanisms. In addition, a new graphical interface was 
developed for the tablet based on the hotspots touched by 
users when manipulating objects.  

The interface was partitioned into 3 major regions, on-
object, off-object and environment manipulations (Figure 
8). The center of the interface consisted of a 3×3 grid repre-
senting the nine regions (or hotspots) that map to the 3D 
object designated for on-object interactions (Region 1 in 
Figure 9). The middle region (Region 2; area contained 

within the orange box but outside of the 3×3 grid) was an 
area designated for off-object interactions. A combination 
of off- and on-object interactions could be defined. For in-
stance, most participants preferred to start the plane slicing 
gesture just outside the 3D object’s boundaries then slice 
through the object (see Figure 4 plane slicing). Outside the 
orange box was a region for environment interactions (Re-
gion 3). If gestures were performed in this region, a user 
can manipulate the entire 3D scene (e.g., changing the cam-
era’s point of view). 

 

  

(a) view from tablet device (b) view from the large 
display (without the squares) 

Figure 8. Mapping of the three main regions (for (1) on-object, 
(2) off-object, (3) environment manipulations) of the Squre-
Grids interface (a) to a 3D object displayed on other screen 

(b). 

Each region and their subdivision were assigned an ID (see 
Figure 9a). As users drag their fingers across the regions of 
the interface to perform a gesture, a sequence of numbers 
would be generated. For instance, the gesture in Figure 9b 
would generate the number sequences 2, -1, 0. As the ges-
ture is being performed, the gesture recognition engine then 
checks the number sequence against a set of predefined 
gesture sequences. Once the engine recognizes the gesture, 
the correct 3D transformation is invoked. The gesture 
would continue until the user stopped the gesture motion. 

  

(a)  (b) 

Figure 9. (a) assignment of ID numbers to reach region; (b) a 
user performing a gesture with sequence 2, -1, 0. 

User evaluation of SquareGrids 
A preliminary usability study was conducted to assess the 
performance of new interface against the traditional mouse 
for 3D manipulations. 

Participants, apparatus, and task 
Six male participants between the ages of 23 and 35 were 
recruited from a local university to participate in this study. 
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All participants used computers on a daily basis and are 
familiar with touch-based mobile devices. 

To conduct this experiment we used a desktop computer 
(with 1.86 GHz Core 2 Duo running Windows XP) with a 
regular USB mouse and connected to a 24” LCD monitor. 
In addition, we had a laptop (with 2.0 GHz Dual Core and 
an Intel GMA running Windows XP) connected to another 
24” LCD monitor which was linked to the mobile device 
prototype via a wireless network. 

The task was to manipulate a solid red block by rotating, 
scaling and/or slicing it so that it would match in size a 
semi-transparent block and then dock the solid red block 
inside the semi-transparent block (Figure 10). 

 

 

Figure 10.  The 3D manipulation task: (1) match the left solid 
to the right solid in terms of size; (2) move the left solid inside 

the right solid 

Conditions and procedure 
This study compared two interfaces: Mouse (GUI-based 
interactions) and Tablet (with SquareGrids). In the Mouse 
condition participants interacted with a toolbar to select the 
manipulation mode and handles on the 3D object to interact 
with it. In the Tablet condition, participants interact with 
the 3D object via SquareGrids. 

Each trial consisted of these tasks: Rotation, Scaling or 
Plane Slicing of the 3D object, followed by Translation of 
the object to dock it inside the semitransparent solid.  

We first explain how each of the two interfaces would work 
and then gave participants practice trials (3 for Translation; 
3 for Rotate+Translate; 3 for Scale+Translate; and 3 for 
Slice+Translate). In the actual experiment, participant re-
peated the same type of tasks, but these were slightly more 
complicated. The experiment lasted an hour. 

We used a within-subject design. The independent variables 
were Interface (Mouse and Tablet) and Task Type. The or-
der of the presentation of the interface was counterbalanced 
using a Latin Square design.   

Results  
Results indicated that participants completed the manipula-
tion and docking tasks faster with the traditional mouse and 
GUI. These results could be partly due to the fact that most 

users were familiar with this type of interface because of 
frequent use.  

However, participants commented that they enjoyed using 
the tablet interface more than the mouse interface and could 
see themselves using the interface in future applications. 
One interesting observation was that participants only 
needed to look at the user-defined gesture set (from Ex-
periment 1) once or twice at the initial stages of the study. 
That is, the Tablet interface was easy to learn and use. This 
was supported by participants’ comments (e.g., “the inter-
face was intuitive to use.”).  

DISCUSSION 

Implications for user interfaces 
A few implications can be derived from this work. First, 
more modalities may not be better. As our study results 
suggest, despite the availability of sensors which can detect 
motion (both tilt and rotation), users have difficulty per-
forming these types of actions. The size of our device could 
have affected users in making motion-based gestures, and a 
smaller device (e.g., a smartphone) would perhaps lend 
itself better in supporting motions. Therefore, when dealing 
with tablets of 10.1” or greater in size, designers should 
minimize the use of motion gestures. Second, although re-
search has shown that the back-side could enrich users’ 
interactive experiences, our results show that users, given 
the choice of using the front-side, will try to minimize their 
use of the back-side. Such is the case despite the fact that 
the back-side would have enabled them to use several fin-
gers simultaneously, potentially facilitating concurrent op-
erations. As such, designers should perhaps maximize the 
use of the front-side. Third, we observed that even using the 
front-side, users would barely rely on multiple fingers to 
issue gestures. This observation indicates that users may 
have difficulty employing multiple touches at once, and 
therefore designers should be careful when designing ges-
tures based on multi-finger operations using a 10.1” hand-
held tablet.  

Limitations and future work 
We conducted our guessability study with a mobile device 
of one size only. This may have influenced the types of 
gestures participants would make. A future line of explora-
tion is to assess whether we can obtain the same or similar 
set of gestures with devices of smaller sizes, perhaps be-
tween 3.5 to 5” (the range of sizes of smartphones).  

In addition, our guessability study was performed mainly 
with one object being displayed. We cannot be certain that 
we will obtain the same results if we have more than one 
3D object on the screen. For instance, if objects are dense 
or the view shows 2 objects side-by-side, a swipe may in-
stead affect more than one object, an operation which may 
not be desired. Only further research can help us come to a 
more definite conclusion. 



 

 

 

Finally, related to the previous point, selection of an oc-
cluded object required participants to know in advance 
where the object was hidden and that there was only one 
object hidden by the occluding object. If there were more 
than one hidden object, we may not have arrived at such 
high agreement scores for selection operations in 3D selec-
tion. However, only further research will be able to tell us 
how different the gestures across users could be for these 
selection tasks. 

SUMMARY 
In this paper, we describe a guessability study to elicit a set 
of user-defined surface and motion gestures for a mobile 
device to support 3D manipulations of distant objects. The 
results show that there is a broad agreement in user gestures 
to carry out actions dealing with the X and Y axes, whereas 
there is a wide disagreement of those actions concerning the 
Z Axis. In addition, our observations indicate that users 
would likely prefer to use the front-side of a device than its 
back-side to perform gestures. Furthermore, observations 
suggest that users may be more readily able to use surface 
gestures than motion gestures. Finally, we provide a poten-
tial interface derived from our observations and describe a 
user study with the device. Our results suggest that the in-
terface could be easy to learn and use and enables the per-
formance of 3D tasks with a simple interface. 
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