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Figure 1: (A) Our work explores guided 3D sketching, a basis for precise free-form design in virtual reality productivity and

creativity applications. (b) Previous studies showed that users can benefit from an adaptive grid system that follows the hand

through the handheld controller. We investigate two concepts to render grid fragments based on eye-tracking (c, d). EyeGuide

is an eyes-only method, and EyeConGuide combines the controller and gaze information to fade in/out the visual guide.

ABSTRACT

Visual guides help to align strokes and raise accuracy in Virtual Re-
ality (VR) sketching tools. Automatic guides that appear at relevant
sketching areas are convenient to have for a seamless sketching
with a guide. We explore guides that exploit eye-tracking to render
them adaptive to the user’s visual attention. EyeGuide and Eye-
ConGuide cause visual grid fragments to appear spatially close to
the user’s intended sketches, based on the information of the user’s
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eye-gaze direction and the 3D position of the hand. Here we evalu-
ated the techniques in two user studies across simple and complex
sketching objectives in VR. The results show that gaze-based guides
have a positive effect on sketching accuracy, perceived usability
and preference over manual activation in the tested tasks. Our re-
search contributes to integrating gaze-contingent techniques for
assistive guides and presents important insights into multimodal
design applications in VR.

CCS CONCEPTS

• Human-centered computing→ User interface design; Vir-
tual reality; User studies.
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1 INTRODUCTION

Virtual Reality (VR) 3D sketching combines the ease and flexibility
of traditional 2D drawing with the depth and immersion of 3D
environments. To accurately draw lines and shapes in mid-air, an
auxiliary grid of lines can be displayed to visually align and orient
the strokes when sketching. In the GravitySketch1 3D VR appli-
cation, for example, users can activate a global 3D grid. Google
Tiltbrush2 allows the user to employ variable-shape guides which
are manually positioned before using them to assist in drawing.
These methods are based on a separation of concerns between ma-
nipulating and using the assistance. Our research investigates a
complementary way of guided sketching, an adaptive sketching
assistance that aims to provide visual guides implicitly through the
human gaze as an indicator of interest.

Several research efforts have involved adaptive visual guidance [9,
26, 52, 58, 59]. The idea is to use dynamically-appearing grid frag-
ments in relevant areas to be instructive and helpful when needed
without the large and static visual occlusion of a fixed grid in the
scene. For example, Barrera Machuca et al.’s Smart3DGuides [9]
included SG-Line, an adaptive grid for VR in which visual guides
activate at the the user’s handheld controller position. This can
increase sketching accuracy without penalizing performance, use-
ful for instance to enhance the sketching experience for novices.
However, while our hand guides our current drawing location, it
does not always foresee our next sketching move.

With VR systems increasingly supporting eye-tracking technol-
ogy, we explore combined eye and controller tracking as a new
mechanism to control where a grid fragment appears in space for
3D sketching. Our eye movements are coupled in time and space
with the actions of our hands, in particular when we draw. Ac-
cording to visuomotor studies of drawing, the eyes may follow the
hand to assess its performance, guide the hand closely in manual
work, or even be way ahead of the hand when planning future
strokes [17, 25, 50]. Anticipatory eye movements play a key role
in helping the user in 3D hand actions, indicating the potential
to reveal information about where the user intends to sketch. VR
applications can exploit such intricacies to dynamically present
context-relevant information to the user. Unique challenges arise
in the design of such dynamic mechanisms: the technical fusion of
the spatio-temporal information of the eyes and hands on-line, at
an ideal balance between providing informative visual assistance
while minimizing distraction and information overload.

In this paper, we present two gaze-contingent techniques, called
EyeGuide and EyeConGuide. They render relevant sketching grid
fragments dynamically in distinct areas: (1) with EyeGuide, around
the gaze area, and (2) with EyeConGuide, surrounding both the

1https://www.gravitysketch.com
2https://www.tiltbrush.com

gaze and hand position (Figure 1). Both techniques are designed
to gradually fade in visual grid fragments at relevant locations,
with no manual input effort. With EyeGuide the gaze-based grid
fragments appear at arm’s distance in the gaze direction, whereas
with EyeConGuide the position is based on the controller position
in space and the presence of previously drawn strokes.

We present two user studies to investigate sketching perfor-
mance, quality, and user experience of our proposals. The first
focused on sketching basic shapes, such as lines and circles, and
the second on complex shapes, such as a 3D model of a can opener.
In both studies, we compared the proposed techniques to two
baselines, one without visual guides and one with non-toggleable
controller-based grid fragments. Our aim was to assess the new
techniques’ performance with regards to time and accuracy and
better understand the qualitative user experience. Our results show
for basic shapes, sketching with gaze-contingent techniques had
higher line straightness and shape likeness than with both base-
line guides. We also found that EyeGuide exhibited lower Shape
Deviation than EyeConGuide, yet participant preference was the
opposite (35% of users preferred EyeConGuide while 17.8% of users
preferred EyeGuide). For complex shapes, we found that EyeGuide
had higher shape likeness than both baselines, and that participants
preferred gaze-contingent techniques than the baselines.

Participants ranked the eye-gaze-based techniques higher than
the other two evaluated methods, and EyeConGuide scored best on
the SUS questionnaire (‘B’), indicating good quality. These results
show that adding eye-gaze as an adaptation medium for 3D sketch-
ing guides can increase sketching accuracy without compromising
performance while enhancing its usability compared to existing
hands-only adaptations. This has relevance for the present and
future, as it points to integrating our proposed guides into current
design applications and exploring contextual information further —
even beyond eye and hand tracking, in order to push the boundaries
of the user’s spatial understanding and elevate the practice of 3D
sketching.

In summary, the contributions of this research are:

• A new concept for interaction guidance methods based on
the user’s gaze, where a grid fragment dynamically appears
depending on the gaze and controller position.

• Two new gaze-based multimodal interaction techniques for
adaptive grid fragments in 3D sketching: EyeGuide and
EyeConGuide.

• Two user studies with basic and complex shapes to identify
the effect of gaze-based interaction techniques on perfor-
mance, usability, and dependence on the user’s spatial abili-
ties. We found that eye-gaze techniques are easy to use, that
they provide more accurate sketches, and that users prefer
them over manual methods.

2 RELATEDWORK

2.1 3D Sketching

Despite the advantages of 3D sketching, correctly positioning a
stroke in 3D space is challenging as users are affected by high senso-
rimotor [55] and cognitive [8, 39] demands, depth perception issues
in stereo displays [7, 10, 11], and the absence of physical support [2].

https://doi.org/10.1145/3613904.3641947
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Previous work studied the control and ergonomic aspects of sketch-
ing in midair [2, 34] and the learnability of 3D sketching [8, 55] to
identify the cause(s) of these inaccuracies. Here, we aim to reduce
the effect of higher sensorimotor and cognitive demands and depth
perception issues onto 3D sketching by adding visual support inside
the virtual environment.

Work addressing these issues has proposed novel interaction
devices and techniques for 3D sketching [4]. Examples include
pens [23, 44, 54] and virtual [1, 5, 35] or physical [20, 32] surfaces
that emulate the presence of a drawing surface. Other work aims
to reduce the sensorimotor and cognitive demands through beau-
tification [5, 24] or novel metaphors to create strokes [31, 32, 45].
Finally, another approach uses visual guides to improve the user’s
Shape Accuracy [9, 26, 59]. One limitation of these approaches is
that they mostly focus on interaction with controllers or gestures.
In contrast, we use gaze to implicitly control visual guides.

2.2 Eye-Hand Coordination in Drawing

For real-world 2D drawing, a body of visuomotor studies explored
user eye-hand coordination behaviors and provided relevant in-
sights. Sun et al. [49] recorded participants’ eye movements to
analyze sketch perception and to identify how designers create new
ideas. They found that users exhibit distinct eye movements when
drawing 2D shapes. Tschalenko et al. [50] found that in eye-pursuit
behavior, the user closely follows their hand with their eyes. In con-
trast, in anticipation behaviors, the eyes often look ahead to future
hand targets. Users also use specific eye-scan paths, where they
focus only on the parts of the object they are drawing and follow a
scan path that resembles an edge-following pattern along image
contours [17]. Finally, there are differences in the eye movement
characteristics between tracing and drawing, as tracing demands
continual comparison between the line to be traced and the pen tip,
while drawing involves look-ahead eye movements [25].

Turkmen et al. [52] studied eye-hand coordinationwhen drawing
over two different styles of static visual guides (continuous and
segmented) in VR. They found that the eyes fixate mainly close to
the pen cursor when following a continuous guide. In contrast, a
segmented guide led to the eyes more frequently switching between
fixating on the cursor and the guide. This suggests that the eyes
can indicate where the user may draw and where guides might be
helpful.

2.3 Gaze-based Design

The characteristics of eye-gaze provide novel opportunities for gaze-
responsive interaction techniques. Previous work on eye-gaze in VR
interfaces shows that it enables faster actions for various tasks [12],
since gaze can reach up to 900 degrees/second [3] movement speed,
also requiring less muscle movement and thus energy [48]. Gaze
also makes user interfaces more accessible [43].

Our work builds upon gaze-contingent and Attentive User In-
terfaces (AUIs), i.e., computer interfaces that dynamically adapt
the display content to the user’s attention [53]. These interfaces
utilize eye-tracking information to implicitly provide contextual
interactions, such as warping the mouse cursor to the area of the
user’s gaze [60]. However, such attentive interface controls have
been rarely considered in sketching and even less in 3D. For 2D

drawing, Jowers et al. [33] used gaze to identify the user’s intention
when creating a new shape.

Several research efforts employed gaze to modulate and con-
textualize stylus input on a tablet, affording the rapid switch of
drawing modes [30, 40]. Chen et al. projected eye-gaze patterns
recorded while a user looked at a drawing subject onto the drawing
canvas to provide a visual memory aid of what to draw [16]. In VR,
multimodal eye gaze and gestural UIs can afford novel interaction
styles that advance the user’s manual input capabilities [41]. In
the context of 3D modelling, gaze and gestures allow manipulating
objects from afar as demonstrated in use cases of interior design
[41, 57]. For design and 3D sketching in VR, previous work proposed
assisting the user in gaze-based mode switching during sketching
to allow users to leave the pen at a comfortable position [42] and
to directly apply parameters to objects through a gaze-based see-
through tool [37]. Despite the advantages of gaze-based interaction,
like being hands-free, implicit, and highly dynamic [12], there is
little investigation on integrating eye-tracking into 3D sketching
and specifically to address sketching accuracy issues.

3 VISUAL GUIDES

3.1 State of the Art

From the literature review, we identified that controller-based guide-
lines are the most common ones. One such example is SG-Line [9],
where the grid fragment follows the position of the controller in VR
when the user is not drawing (Figure 2(a)). When the user draws,
the grid fragment displayed starts at the stroke start position and
extends to the controller position. When evaluating SG-Line, Bar-
rera Machuca et al. [9] found that they increase user sketching
accuracy.

3.2 Proposed Visual Guides Design

We propose EyeGuide and EyeConGuide, two visual guides for VR
that the user controls with their gaze, illustrated in Figure 2(b) and
(c), respectively. These guides are purely visual and non-constraining
to avoid affecting the user experience. The resulting stroke thus
follows the controller position without straightening, snapping, or
other modifications, affording the user free 3D sketching abilities
while reducing their cognitive load and the potential for errors.
In this work, we also implemented the controller-based SG-Line
guides [9] to compare to our proposed methods (Figure 2(a)).

All our guide conditions rely on a global 3D grid that is fixed in
the virtual drawing space, and we display only a fragment of it de-
pending on the evaluated technique. In our system, the underlying
grid consists of 20 cm cubes, and we only display grid lines with
an endpoint within 30 cm of a reference point or segment. This
distance limit prevents displaying an infinite grid, which would
be visually too dense. Also, to avoid having lines point directly at
the user’s face, we do not render lines if they are too close to the
user or point directly into the direction of the user’s eyes. Next, we
describe each evaluated interaction technique:

EyeGuide: The grid fragment is shown in the user’s eye-gaze
direction, whether the user is drawing or not (Figure 2(b)). The
displayed grid fragment is centered at a point 75 cm away (approx-
imately arm’s length) from the user along the gaze vector.
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Figure 2: The basic adaptation mechanism for the grid frag-

ment appearing in the different eyes and controller-based

techniques. While the grid fragment follows the controller

position in SG-Line (a), it follows the gaze direction in Eye-

Guide (b). For EyeConGuide (c), the grid fragment follows

the drawing state and whether the controller and other

strokes are visible.

EyeConGuide: The grid fragment displayed depends on the
state (drawing or not) and whether the controller and other strokes
are visible or not. Figure 3 summarizes the logic. We first explain
the four cases when the user is not drawing (see the next paragraph
for drawing actions). When neither the controller nor the strokes is
visible, the grid fragment follows the eye movement of the user at a
fixed distance, as for EyeGuide. When the controller is visible, but
no strokes are visible, the grid fragment is shown at the controller
position and extended to include the point along the gaze direction
that is at the same distance as the controller (Figure 4(a)). When
the controller is not visible, and some strokes are visible, the grid
fragment follows the eye movement at a depth of the visible stroke
closest to the user (Figure 4(b)). When both the controller and
strokes are visible, the grid fragment is shown at the closest stroke
to the controller and extended to include the point along the gaze
direction that is at the same distance as the stroke (Figure 2(c) and
4(c)).

When a user is drawing with EyeConGuide, the grid fragment
starts at the stroke’s start position and extends to a point in the
gaze direction at the same distance as the start position. During
sketching, the controller position does not affect the guide exten-
sion, which allows users to “follow” the lines of the guide with
their stroke (Figure 4(c)). Finally, to enhance the user experience,
we implemented fade-in and fade-out for the appearance of grid
fragments so that they smoothly blend in/out rather than suddenly
appearing or disappearing. As shown in Figure 4, the grid’s opacity
varies in different conditions. Grid fragments within the area of
interest fade in within approximately three frames (∼ 33𝑚𝑠), and
grid fragments no longer in the area of interest fade out within
about five frames (∼ 55𝑚𝑠). Here, we assumed an average frame
rate of 90 FPS to calculate the time. We heuristically determined
these values with a pilot study.

We implemented our interaction techniques in a system run-
ning on an 11𝑡ℎ Gen 2.5 GHz Intel(R) Core(TM) i7-11700F desktop
PC with 32 GB RAM and an NVIDIA GeForce GTX 3070 graphics
card. As a VR headset, we used an HTC VIVE Pro Eye with its
controllers. We provided participants with a 4 m x 4 m drawing
area free of obstacles. For the virtual environment, we used Unity
version 2020.3.21f1. The HTC VIVE Pro Eye has a Tobii eye-tracker

integrated, a native Tobii XR Unity package, and calibration soft-
ware called VIVE SRanipal SDK3. In our system, we directly retrieve
the gaze ray direction from the Tobii XR library and then use a 1AC
filter [14] to stabilize it. In our system, we then use the origin point
(3D vector) of the gaze ray from Tobii XR and the stabilized gaze
ray direction as the gaze ray.

4 RESEARCH QUESTIONS AND METHOD

Given the proposed techniques, we formulate the following research
questions (RQs):

• Performance (RQ1): Do gaze-based guides (EyeGuide and
EyeConGuide) improve user performance (time) and accu-
racy (Stroke Quality and Shape Likeness)? To understand the
pros and cons and the effect of the proposed techniques on
the users’ interaction behavior, this research question cen-
ters around the physical act of making a stroke, for which
measuring motor performance and eye-hand coordination
are central.

• Usability (RQ2): How do gaze-based guides affect the us-
ability and the perceived workload? The gaze-based guides
will help users focus on their 3D sketching performance
while providing intuitive visual cues, thereby potentially re-
ducing cognitive load and improving overall user experience
and system usability. By measuring the users’ perceived us-
ability of the techniques, we complement the quantitative
performance evaluation.

• Spatial ability (RQ3): Does the spatial ability of the user
influence how gaze-based guides affect their performance
while sketching? During 3D sketching, people use their spa-
tial abilities to envision objects in 3D [39], perceive their spa-
tial arrangement [21], and imagine the eventual appearance
of the object [18], which are all abilities related to the spatial
visualization skills of a person. Previous work found that the
user’s spatial ability affects drawing performance [8, 9], and
we extend the knowledge by studying how it interacts with
multimodal visual guides.

Our research questions are explored across two experiments to
provide complementary perspectives and allow a more complete
assessment of the proposed methods’ efficiency.

• Study 1 — Basic Shapes: Study 1 focuses on basic shapes
that can be completed in one stroke. This fundamental in-
vestigation of sketching allows capturing the effects on low-
level straight and curved shape properties. Our work extends
prior knowledge of the properties of such tasks [2, 34] and
gaze behaviors [52] through a study of novel visual guides.

• Study 2 — Complex Shapes: Study 2 focuses on the more
realistic task of sketching complex shapes that involve mul-
tiple distinct strokes in succession. This allows us to gain
insight into the performance of the visual guide over time
with more natural and varied motor operations, as well as
to assess how guides help users in the planning phase of the
3D sketching process [6]. In particular, users plan individual
strokes that establish the whole sketch, and visual guides
aid them in visualizing the relationships between strokes,

3https://developer.tobii.com/xr/develop/xr-sdk/getting-started/vive-pro-eye
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Figure 3: Decision tree of the grid positioning method for EyeConGuide.

Figure 4: Details of the grid positioning method for EyeConGuide when the user is not sketching

identifying the distances between strokes, and making better
decisions about the starting and end positions of each new
stroke. Moreover, previous work has used complex shapes,
i.e., 3D objects, to evaluate a tool’s capability to draw specific
shapes [19] or its usability [9].

5 STUDY 1 — BASIC SHAPES

In our first study, we investigated the effect of the gaze as an assis-
tive system for two basic shapes, a line and a circle (Figure 5), to
explore both RQ1 and RQ2. Also, as these shapes were studied previ-
ously [52], this approach enables a comparison of the effectiveness
of the proposed system to previous work.

5.1 Methodology

5.1.1 Participants. We recruited sixteen participants (11 male, 5
female) from the local university. Their ages ranged between 19

and 31 (M = 21.4, SD = 2.71). All were right-handed except for one.
Four participants had never experienced VR, five fewer than five
times, and the other seven had experienced it more than five times.
Fourteen participants reported having no experience sketching
in VR and two had participated in prior VR user studies related
to 3D sketching. Finally, thirteen participants reported not using
sketching programs regularly, and three reported using them at
least once a week.

5.1.2 Evaluated Interaction Techniques. We evaluated EyeGuide
and EyeConGuide. We also include two techniques as baseline
conditions: SG-Line, and No Guide without any assistive sketching
grid.

5.1.3 Experimental Design. We used a four-factor within-subject
design with four Visual Guides (4VG = EyeConGuide, EyeGuide,



CHI ’24, May 11–16, 2024, Honolulu, HI, USA Turkmen et al.

No Guide, and SG-Line), two basic Shapes (2𝑆ℎ = line and cir-
cle), with two Shape Orientations (2SO = vertical and horizontal)
and two Shape Sizes (2𝑆𝑆 = 60 and 110 cm). We chose these two
object sizes as the 60 cm objects were always visible while draw-
ing, whereas the 110 cm ones extended outside the field of view,
requiring the participants to rotate their heads. To show partic-
ipants where and how large their sketches should be (i.e., com-
municating which drawing they should complete with no verbal
or written cues), we showed small semi-transparent “reference”
spheres in the environment as in Figure 5. Each participant per-
formed (2𝑆ℎ × 2SO × 2𝑆𝑆 =) 8 drawings (8Dr ) with 4 visual guides
(4VG), leading to (8Dr × 4VG =) 32 Conditions (32Co). Each partici-
pant repeated each condition three times, resulting in (32Co × 3rep
=) 96 trials (96tr ) for each participant and (96tr × 16part =) 1536
total drawings. The order of all conditions was counterbalanced to
reduce learning effects.

5.1.4 Procedure. Upon arrival, participants completed a prelim-
inary questionnaire about their demographics and prior VR and
drawing experience. The experimenter introduced them to the
study, instructed them to use their dominant hand, assisted them in
putting the VR headset on and running the eye tracker calibration,
and adjusted the height of the virtual workspace to their eye level.
Then, participants started drawing the two basic strokes with vary-
ing sizes and orientations, where the desired size and orientation
were indicated by guidance spheres. For each line, two guidance
spheres indicated the start and end points for the strokes, while for
each circle, four guidance spheres indicated points that the stroke
should pass through, as shown in Figure 5. The guidance spheres’
positions were at grid intersections, not at grid lines. These guid-
ance spheres removed the need for participants to estimate the
size/scale of the shapes and their orientation and help standard-
ize the size of the drawn strokes. After completing all 96 trials,
the participants filled out a post-experiment questionnaire, where
they reported their preferences on guide conditions and rated their
experience.

Figure 5: Guidance spheres and example basic shapes drawn

in Study 1.

5.1.5 Evaluation Metrics. Following previous work by Barrera
Machuca et al. [6], we recorded and analyzed the following mea-
sures:

• Task Completion Time: The time fromwhen a participant first
pressed the controller button, which initiated the drawing
for a given trial, until the last time they released the button.
We used this metric to compare task performance between
different UIs.

• Shape Deviation: For this evaluation metric, we computed
the average shortest distance from each vertex of the user’s
stroke to the target shape. This metric quantifies the distor-
tion of the sketch shape, and we use it to identify differences
between the perfect and drawn shapes automatically. More
specifically, we calculated the Shape Deviation as follows: be-
cause participants drew a stroke using the sphere as guides,
each stroke already had a similar length and starting po-
sition. Still, we further normalized them to have the same
starting position and size. Then, using the start position and
the stroke’s local transformation, we calculated a perfect
shape with the same number of vertices. Finally, we calcu-
lated the difference between the perfect and drawn vertices,
then averaged this distance to get the Shape Deviation.

• Shape Accuracy: Wemeasured the user accuracy bymanually
scoring the participants’ drawings in terms of Stroke Quality
and Shape Likeness. For both metrics, we used three raters
(two authors and a researcher who was not involved in this
experiment) to score all 1536 (4VG x 2𝑆ℎ x 2𝑆𝑆 x 2𝑆0 x 16 par-
ticipants x 3 repetitions) drawings separately. To avoid bias,
the raters could not see the guide type while scoring and did
not discuss the scores with others. Once the three scorers
had scored the drawings, we compared all drawings of the
same participant and compared each sketch to sketches with
similar scores to increase inter-rater reliability and standard-
ized scores across participants. This evaluation method had
been used in prior work [9, 15, 38, 51]. Next, we describe the
data collected (note that not all measurements apply to the
simple strokes in this study):
– Stroke Quality We used Wiese et al.’s [55] coding method,
which evaluates each stroke in four categories: (1) Line
Straightness, how straight and without ‘waves’ a stroke
is, (2) Matching of Two Lines, whether strokes connect, (3)
Degree of Deviation, how much two strokes on the same
plane deviate, and (4) Corrective Movements, the extent
of corrections at the end of the stroke to match another
stroke. The scorer considered each category individually
and scored each between 1 (very poor) and 3 (very good)
for the whole drawing. As a sum of all four categories,
each drawing received an Overall Score of 4-12.

– Shape Likeness This is a qualitative score based on the
proportions of the 3D drawing compared to the 3D model,
the deviation of each feature from the 3D model’s features,
and the presence and absence of shape features, i.e., miss-
ing, extra, and/or rotated elements. The scorer rated each
drawing separately, between 1 (worst, no similarity) and
10 (best, high resemblance) relative to the 3D model as a
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Figure 6: Study 1 result plots for basic shape sketching with

different visual guide types: (a) Shape Deviation showing

significantly less deviation while sketching for EyeGuide

and EyeConGuide. (b) Line Straightness increases with Eye-

Guide and EyeConGuide. (c) Degree of Deviation increases

with EyeGuide and EyeConGuide. (d) Shape Likeness in-
creases with EyeGuide and EyeConGuide. Error bars show

the standard deviation of data. Post-hoc analysis results are

shown in purple lines at the top.

reference. We determined the highest-scored and lowest-
scored sketches for each visual guide by calculating the
mean of Shape Likeness scores [9].

5.2 Results

Results were analyzed using repeated measures (RM) ANOVA in
SPSS and plotted using JMP software. We used Skewness (S) and
Kurtosis (K) to analyze the normality of the data, i.e., when S and K
values were within ±1 [27]. Task Completion Time and Shape Devia-
tion did not exhibit a normal distribution; thus, we log-transformed
their data. Table 1 shows the ANOVA results for each factor. For
brevity, we only report significant results here; the remainder of
the analysis, including the interactions between conditions, can be
found in the supplementary materials.

5.2.1 Task Completion Time. There was no significant difference in
Task Completion Time for visual guides. As expected, we found a sig-
nificant difference in Task Completion Time for shape (participants
were faster while sketching lines than circles), size (participants
were faster while sketching smaller strokes (60 cm) than larger ones
(110 cm)), and orientation (participants were faster while sketching
vertically than horizontally).

5.2.2 Shape Deviation. There was a significant difference in Shape
Deviation for visual guides (Figure 6(a)). Participants exhibited less
deviation while sketching with EyeGuide than No Guide and Eye-
ConGuide. We also observed significant difference results in shape
(participants exhibited less deviation while sketching lines than
circles) and orientation (participants exhibited less deviation while
sketching horizontally than vertically) for Shape Deviation.

Table 1: Study 1 RM ANOVA results for the measures. Statis-

tically significantly different factors are shown in bold.

Visual Guide (VG) Size Shape Orientation
Task

Completion
Time

F(3, 45) = 1.99,
p = 0.128, 𝜂2 = 0.12

power = 0.67

F(1, 15) = 212.79,

p < 0.001, 𝜂2 = 0.93

power = 1

F(1, 15) = 88.60,

p < 0.001, 𝜂2 = 0.85

power = 1

F(1, 15) = 20.53,

p < 0.001, 𝜂2 = 0.58

power = 0.98

Shape
Deviation

F(3, 45) = 4.62,

p = 0.007, 𝜂2 = 0.23

power = 0.86

F(1, 15) = 2.19,
p = 0.16, 𝜂2 = 0.13

power = 0.28

F(1, 15) = 17.02,

p = 0.001, 𝜂2 = 0.53

power = 0.97

F(1, 15) = 0.41,

p = 0.02, 𝜂2 = 0.31

power = 0.67

Line
Straightness

F(3, 45) = 45.097,

p < 0.001, 𝜂2 = 0.750

power = 1

F(1, 15) = 27.667,

p < 0.001, 𝜂2 = 0.648

power = 0.998

F(1, 15) = 57.731,

p < 0.001, 𝜂2 = 0.794

power = 1

F(1, 15) = 1.895,

p < 0.001, 𝜂2 = 0.112

power = 0.252

Degree
of

Deviation

F(3, 45) = 11.577,

p < 0.001, 𝜂2 = 0.436

power = 0.985

F(1, 15) = 71.689,

p < 0.001, 𝜂2 = 0.827

power = 1

F(1, 15) = 3.504,
p = 0.081, 𝜂2 = 0.189

power = 0.418

F(1, 15) = 2.977,
p = 0.105, 𝜂2 = 0.166

power = 0.365

Shape
Likeness

F(3, 45) = 89.407,

p < 0.001, 𝜂2 = 0.856

power = 1

F(1, 15) = 8.853,

p = 0.009, 𝜂2 = 0.371

power = 0.794

F(1, 15) = 71.675,

p < 0.001, 𝜂2 = 0.827

power = 1

F(1, 15) = 10.970,

p = 0.005, 𝜂2 = 0.422

power = 0.872

5.2.3 Shape Accuracy. For Stroke Quality, there was a significant
difference in Line Straightness for visual guides (Figure 6(b)). The
participants were able to draw strokes that were straighter with
fewer ‘waves’ with EyeGuide and EyeConGuide than with SG-
Line and No Guide. We also observed significant difference results
in size (participants drew smaller shapes straighter with fewer
‘waves’ than larger shapes), shape (participants drew straighter
with fewer ‘waves’ lines than circles), and orientation (participants
drew straighter with fewer ‘waves’ horizontal sketches than vertical
ones) for Stroke Quality.

There was also a significant difference in the Degree of Deviation
for visual guides (Figure 6(c)). The participants had less deviation
with EyeConGuide than the base conditions and less with Eye-
Guide than No Guide. There was also a significant difference in
size (participants drew more deviated circles than lines) for Degree
of Deviation.

There was a significant difference in Shape Likeness for visual
guides (Figure 6(d)). Participants drew more accurate shapes with
EyeGuide and EyeConGuide than the baseline conditions, but
in general, they were more accurate with EyeConGuide. There
was also a difference between SG-Line and No Guide. Finally, we
observed significant difference results in size (smaller shapes were
more accurate than large), shape (lines were more accurate than
circles), and orientation (horizontal wasmore accurate than vertical)
for Shape Likeness.

5.2.4 User Experience. After the experiment, we asked the par-
ticipants which guide they preferred. Five participants preferred
EyeConGuide, indicating that this guide felt more realistic and
compatible with sketching. Five participants preferred SG-Line,
indicating that this guide followed their hand movements better
while sketching. Four participants preferred No Guide, mentioning
that this guide provided an empty environment to draw. Finally,
two participants preferred EyeGuide, stating that using head move-
ments helped them control the guides and gave them a better view
of the sketch.

5.3 Discussion

In our first user study, we evaluated the user performance and
user experience of the proposed gaze-based guides with two simple
shapes.
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Regarding RQ1, we did not observe a significant difference be-
tween visual guides regarding sketching time. A potential expla-
nation for the temporal indifference compared to SG-Line is that
the basic shapes are not sufficiently challenging to observe perfor-
mance differences, which we follow up on in the second experiment.
As a side note, in line with with prior work [2, 45] we find that
participants took longer and were less accurate while sketching
circles because they needed to carefully control their movement
rather than simply moving in a straight line.

We also gained additional insights from the results of the Shape
Deviation and Shape Accuracy analysis. For Shape Deviation, partic-
ipants sketched the basic shapes more accurately with EyeGuide
than EyeConGuide. This can suggest that unimodal interaction is
sufficient for tasks where the user has to perform a single stroke,
and having to do more to, e.g., activate the grid, may hinder the
task. As well, we can confirm the prior art’s finding that visual
guides can improve the sketching accuracy over no-guide, as Eye-
Guide has led to lower Shape Deviations. On the other hand, the
Shape Accuracy results and the user experience results indicate
the multi-modal interaction (EyeConGuide, e.g., eye-gaze & con-
troller) allowed participants to control the guides more in terms of
Line Straightness and Shape Likeness than using only the unimodal
(eye-gaze) interaction.

To enable us to compare our results with previous work on the
efficiency of visual guides [2] and gaze behaviors [52], we focused
on two basic shapes in the first user study. To extend our knowledge
on the efficiency of visual guides and gaze behaviors toward the
drawing of complex objects, we conducted a second study.

6 STUDY 2 — COMPLEX SHAPES

This study investigates whether visual guides affect user perfor-
mance (RQ1) and the user experience (RQ2) while sketching two
complex 3D shapes (Figure 7). Shape 1 is a bottle opener that re-
quires users to draw curves and straight lines. The complexity of
this object comes from the need to draw curves and two circles, one
aligned on top of the other. Shape 2 is a geometrical shape that only
requires straight lines. The complexity of this object lies in the cor-
rect orientation and length of each arm. Although the two shapes
look different, they both need the participants to utilize similar
skills to plan their actions, like drawing parallel strokes at different
depth levels, and maintaining proportions between strokes. This
second shape was also used by Barrera Machuca et al. [9]. Finally,
based on findings from previous work about the effect of spatial
ability on the 3D sketching performance for complex shapes [8, 9],
we divided our participants into groups with high and low spatial
abilities to also investigate the potential corresponding differences
in our user study (RQ3).

6.1 Methodology

6.1.1 Participants. We recruited sixteen participants (9 male, 7 fe-
male) from the local university. Their ages ranged between 19 to 34
(M = 26.375, SD = 7.42). All participants were right-handed except
for one. Among all participants, two reported drawing (physically
or digitally) every day, one weekly, one twice a month, two once
a month, three on three occasions, and seven never. Participants
who had joined the first experiment were not allowed to attend the

second one to eliminate potential learning effects and experimental
bias. To evaluate their spatial abilities, each participant completed
the VZ-2 Paper Folding test [22] prior to the experiment. The VZ-2
Paper Folding test evaluates the spatial visualization and reason-
ing abilities of a person. The ability to mentally manipulate and
comprehend spatial visualization relationships, as assessed by this
test, provides a foundation for effective 3D sketching. Similar to
previous work [8, 9], we divided participants into two groups based
on their VZ-2 scores: the ones with test scores higher than 15 out
of 20 were considered to have High Spatial Abilities (HSA), and the
rest to have Low Spatial Abilities (LSA). We recruited participants
strategically to ensure that the two groups had equal numbers of
participants (i.e., 8 HSA participants and 8 LSA participants). Since
Study 2 was designed to investigate how people plan while sketch-
ing complex shapes, this test allowed us to assess the corresponding
skill level of each participant.

6.1.2 Experimental Design. Wedesigned a two-factorwithin-subject
study with four Visual Guides (4VG = EyeConGuide, EyeGuide,
No Guide, and SG-Line), two Object Shapes (2𝑂𝑆 = shape 1 and
shape 2), and a between-subject independent variable based on
the participants’ Spatial Abilities (2𝑆𝐴 = high and low). Each par-
ticipant drew two shapes with four visual guides (2𝑂𝑆 × 4VG = 8
drawings each), which resulted in (8Dr × 16part ) 128 drawings in
total. The order of conditions across within-subject dimensions was
counter-balanced using a Latin Square.

6.1.3 Procedure. Upon arrival, we asked the participants to per-
form the VZ-2 paper-folding test, followed by a pre-experiment
questionnaire about their demographics, sketching experience, and
experience with VR and 3D sketching systems. Then, they put the
VR headset on and calibrated the eye-tracking system before start-
ing the tasks. All participants drew each shape a single time with
all four visual guides using their dominant hand. Upon completing
one condition, participants answered questions related to that con-
dition. After completing all eight trials (4 Visual Guides conditions
with one repetition for two Object Shapes each), the participants
completed a post-experiment questionnaire about their experience
and preferences. The experiment took approximately 60-90 minutes
for each participant, including questionnaires and tests.

6.1.4 Evaluation Metrics. As in the first study, we included Task
Completion Time and Shape Accuracy as metrics. We did not in-
clude Shape Deviation, as we did not find a standard method to
accurately calculate the Shape Deviation for the complex shapes we
used. Moreover, the difference between the participants’ sketches
was much too large to simply use an extended version of the same
method as we had used in Study 1. The second and fourth rows in
Figure 7 show illustrative examples of the vast differences among
the created shapes, where the strokes vary greatly in number, ori-
entation, and how well they complete the whole shape. For the
Shape Accuracy metrics, we asked three raters (two authors and a
researcher who was not involved in this experiment) to score all 128
(4VG x 2𝑂𝑆 x 16 participants) drawings separately for Stroke Quality
and Shape Likeness. Similar to Study 1, we compared all drawings
of the same participant and compared each sketch to sketches with
similar scores to increase inter-rater reliability and standardized
scores across participants.
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Figure 7: Study 2 tasks: The two complex 3D shapes partici-

pants were asked to draw. For illustration, the highest-and

lowest-scored exemplar drawings by participants are pre-

sented for each condition.

In addition, we also included user experience evaluation ques-
tionnaires to better understand the usability of the proposed inter-
actions. We employed the System Usability Survey (SUS) [13], which
measures how usable guides are, on a scale of 1 (very poor) and 7
(excellent). We also used the NASA Task Load Index (TLX) [28, 29]
to measure mental, physical, and temporal demand, as well as ef-
fort, frustration/failure, and performance (scale of 1 (very low) to 7
(very high)). User preference was measured by asking participants
to rank the visual guides from 1 (least preferred) to 4 (most pre-
ferred). Finally, we solicited user comments on guide preferences
and reasons.

6.2 Results

We initially analyzed the results by shape, yet we saw no differ-
ence (see supplementary materials) in terms of accuracy measures.
We hypothesize this is the result of both shapes having (overall)
similar difficulty, as users need to utilize the same skills to plan
them. Thus, we collapsed this factor by averaging the results of
the two shapes. There was a difference in task time, but this is an
expected consequence of the different number of strokes in each
shape. All remaining data were normally distributed except the data
for Matching of Two Lines, where we applied Aligned Rank Trans-
form (ART) [56] to normalize the data. The non-parametric data
of the surveys met the preconditions for ANOVA; thus, we used
ANOVA after applying ART to transform the data. Qualitative data
from the questionnaires were analyzed using both non-parametric
Kruskal-Wallis and Friedman’s tests. We did not observe any dif-
ference between both analysis approaches. Statistical results are
shown in Table 2. For brevity, we only report significant results here;
the remainder of the analysis, including the interactions between
conditions, can be found in the supplementary materials.

6.2.1 Visual Guides.

• Task Completion Time: No significant main or interaction
effects were found for the techniques.

• Shape Likeness There was a significant main effect on Shape
Likeness scores on visual guides (Figure 8(a)). A post-hoc

Table 2: Study 2: Statistical analysis of the results. Statistically

significant factors are shown in bold.

Visual Guide (VG) Spatial Ability (SA) VG x SA
Task Completion

Time
F(3, 42) = 0.73, p = 0.54,
𝜂2 = 0.05, power = 0.19

F(1, 14) = 1.94, p = 0.18,
𝜂2 = 0.40, power = 0.25

F(3, 42) = 1.76, p = 0.17,
𝜂2 = 0.11, power = 0.43

Shape
Likeness

F(3, 42) = 16.24, p < 0.001,

𝜂2 = 0.54, power = 1

F(1, 14) = 6.14, p < 0.05,

𝜂2 = 0.3, power = 0.24

F(3, 42) = 0.96, p = 0.42,
𝜂2 = 0.64, power = 0.85

Line
Straightness

F(3, 42) = 6.01, p < 0.01,

𝜂2 = 0.30, power = 0.94

F(1, 14) = 3.87, p = 0.07,
𝜂2 = 0.22, power = 0.45

F(3, 42) = 1.32, p = 0.28,
𝜂2 = 0.09, power = 0.33

Matching
of Two Lines

F(3, 42) = 5.59, p < 0.01,

𝜂2 = 0.28, power = 0.92

F(1, 14) = 1.47, p = 0.24,
𝜂2 = 0.09, power = 0.20

F(3, 42) = 0.14, p = 0.93,
𝜂2 = 0.010, power = 0.07

Degree of
Deviation

F(3, 42) = 6.51, p = 0.001,

𝜂2 = 0.32, power = 0.96

F(1, 14) = 5.84, p < 0.05,

𝜂2 = 0.29, power = 0.61

F(3, 42) = 0.41, p = 0.75,
𝜂2 = 0.03, power = 0.12

Corrective
Movements

F(3, 42) = 8.15, p < 0.001,

𝜂2 = 0.37, power = 0.99

F(1, 14) = 0.79, p = 0.40,
𝜂2 = 0.05, power = 0.13

F(3, 42) = 0.14, p = 0.93,
𝜂2 = 0.01, power = 0.07

Overall Score F(3, 42) = 13.60, p < 0.001,

𝜂2= 0.49, power = 1

F(1, 14) = 3.46, p = 0.08,
𝜂2 = 0.20, power = 0.41

F(3, 42) = 0.22, p < 0.88,
𝜂2 = 0.02, power = 0.94

analysis identified that participants drew better with (i) Eye-
Guide than SG-Line and No Guide, (ii) with EyeConGuide
than No Guide, and (iii) SG-Line than No Guide (Figure
8(a)). Among all scored sketches (Figure 7), EyeConGuide
was used for the highest-scored sketches for both shapes,
while No Guide was used for the lowest-scored sketches for
both shapes.

• Stroke Quality: Regarding Line Straightness, Degree of Devi-
ation, Corrective Movements, and Overall Score (Figure 8(c)
- Figure 8(f)), participants had better scores with all visual
guides (EyeGuide, EyeConGuide, SG-Line) than with No
Guide. ForMatching of Two Lines, users matched lines better
with EyeConGuide and EyeGuide than No Guide (Figure
8(b)).

• User Experience Results Regarding the SUS, EyeConGuide
received an excellent ‘B’ grade (82.9±9.1), both EyeGuide
(69.2±20.0) and SG-Line (67.7±14) received an okay ‘C’ grade,
and No Guide received a ‘D’ grade (47.3±21.3). For the NASA
TLX, there was no significant effect between visual guides
and spatial abilities on the questions (See Supplementary
Materials). In the case of user preferences, the participants
significantly preferred EyeConGuide over SG-Line and No
Guide. Furthermore, they preferred EyeGuide over SG-Line
and No Guide (Figure 9). The feedback from the users sup-
ported the individual benefits of the techniques. The partici-
pants who preferred EyeConGuide commented that “...it is
easy to draw”, “...made the task easier and faster”, and “...made
it easy to track guide and match lines”. The participant who
preferred EyeGuide commented that they “...could check the
model’s accuracy by just looking”. The participant who pre-
ferred SG-Line commented it is “...easy to see grids”. Finally,
the participant who preferred No Guide commented that
“Guides cannot make me focus on what the shapes look like
while drawing”.

6.2.2 Spatial Ability. We further investigated how participants
from different spatial ability groups performed with each guide
type and how these performances differed from each other. We
particularly focused on the evaluation metrics where we observed
a statistical significance as the main effect of spatial ability, Shape
Likeness and Degree of Deviation. Regarding Shape Likeness, we
observed that HSA participants’ drawings received higher scores
(by 2.1 pts out of 20) than LSA ones.
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Figure 8: Study 2: Experimental results across all 6 measures for each technique. All plots show a post-hoc difference between

guides, where EyeGuide, EyeConGuide, and SG-Line are better than No Guide. EyeGuide was better than SG-Line only for

Shape Likeness. Error bars show the standard deviation of data. The dark blue lines represent the significant differences across

the guide types when averaged across HSA and LSA participant groups.
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Figure 9: Average preference rankings across all the partici-

pants. Error bars show the standard deviation of data. The

plot shows that EyeConGuide and EyeGuidewere preferred

over SG-Line and No Guide by our participants.

The post-hoc analysis shows that the HSA participants group
scored statistically significantly higher than the LSA group for
EyeGuide and No Guide. We performed further post-hoc anal-
ysis among guide types separately for HSA and LSA groups, as
presented in Figure 10 (a, b). The HSA participants drew better
with EyeConGuide, EyeGuide, and SG-Line than with No Guide.
They also drew significantly better with EyeGuide than SG-Line.
On the other hand, the LSA participants drew better only with
EyeConGuide and EyeGuide than with No Guide, while we ob-
served no statistically significant difference between SG-Line and
No Guide or EyeGuide and SG-Line. Additionally, the highest-
scored sketches came from the HSA participants, while the lowest-
scored sketches came from the LSA ones (Figure 7). For example,
for shape likeness, the top score was 10 from a HSA participant,
and the lowest score was 1 from a LSA participant.

Regarding the Degree of Deviation, the post-hoc analysis shows
that the HSA participants scored higher than the LSA participants
in the EyeGuide, EyeConGuide, and No Guide. We performed
further post-hoc analysis among guide types separately for HSA
and LSA groups, as presented in Figure 10 (c, d). Both the HSA and

LSA participants drew better with EyeConGuide, EyeGuide, and
SG-Line than with No Guide.

6.3 Discussion

In the second user study, we evaluated the proposed gaze-based
guides with complex 3D models. For RQ1, our results indicate that
the proposed methods (EyeGuide and EyeConGuide) improve
users’ accuracy while sketching in terms of shape likeliness and
Stroke Quality. Regarding Shape Likeness, we find EyeGuide and
EyeConGuide to exhibit significantly higher scores than the SG-
Line and No Guide. This shows that the use of eye-tracking in
the design of visual guides can improve the user’s sketching ac-
curacy. It points to our initial thesis, that users could plan their
hand movements more accurately if guidance is given at the visual
attention area. Furthermore, our post-hoc analysis showed that
participants drew better with EyeGuide and EyeConGuide than
No Guide in all evaluated metrics. The results also indicate that
the participants’ Shape Likeliness and Stroke Quality (i.e., Degree
of Deviation, Corrective Movements, and Overall Score) results were
superior for SG-Line compared to No Guide. These results confirm
prior findings that visual guides improve accuracy [5, 9].

We also note that, while no significance was observed between
SG-Line and No Guide, both gaze-based methods offered an addi-
tional improvement over No Guide in terms of matching two lines.
The evaluation metric tells us whether the user can connect two
lines or not, which requires users to plan their hand movement to
the position of a previously drawn stroke in space [6]. A reason for
this result could be that gaze-based methods allow users to look
where they want to draw and show a visual guide in the vicinity of
that location, which helps them better plan their hand movement
to existing points of the graphic.

Finally, we did not observe a significant difference between Eye-
ConGuide, EyeGuide, and SG-Line concerning Task Completion
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(d) Degree of Deviation for Low Spatial
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Figure 10: Shape Likeness and Degree of Deviation scores split

for HSA and LSA participants. The red horizontal lines illus-

trate the significant differences for LSA participants, and the

green horizontal lines illustrate the significant differences

for HSA participants. Finally, the black bars illustrate the

significant differences between HSA and LSA participants

for each guide type. The plots show that HSA participants

drew better with EyeConGuide, EyeGuide, and SG-Line

than with No Guide, while LSA participants only drew bet-

ter with EyeConGuide and EyeGuide than with No Guide.

Error bars show the standard deviation of data.

Time or the other measures of Stroke Quality, which is in line with
previous findings that gaze and controller input methods typically
do not show significant performance differences [30, 42, 57]. Yet,
the results showed that EyeGuide provides better Shape Likeness
than SG-Line and that EyeGuide and EyeConGuide increase the
ability of the users to matching two lines, highlighting that the pro-
posed gaze-based guides improve the user performance for some
aspects of 3D sketching.

Regarding RQ2, EyeConGuide received the highest grade for
SUS and the user preference questionnaire compared to all of the
analyzed techniques [46]. The scores of both gaze-based guides (i.e.,
EyeConGuide and EyeGuide) were also significantly higher than
No Guide and SG-Line. These comments support our hypothesis
that gaze-based guides provide a better experience, not only over
No Guide but also SG-Line. This is further supported as 14 out of
16 participants found our guides to be useful tools for sketching in
3D, while the other two participants preferred No Guide because
guides prevented them from focusing on what the shapes looked
like. Visual guides can sometimes be perceived to be obstructive,
and to assist the user during sketching, we had to show the visual
guides within the scene so that they covered some visible space.
These comments on guides interfering with participants’ focus
on shapes might potentially explain no significant differences in
NASA-TLX results for visual guides. They are also in line with the

findings of Arora et al. [2], despite only two participants mentioning
this. Both SG-Line and our gaze-based techniques offer guides that
dynamically fade, which leads to a different experience than always-
on guides or No Guide. The actual impact of guides’ dynamics on
users’ level of distraction should be further studied in the future.

For RQ3, our results show a statistical difference between spatial
ability groups and visual guides in Shape Likeness and Degree of
Deviation; see Table 2. Regarding Shape Likeness, HSA participants
performed significantly better than LSA participants while using
EyeGuide and No Guide. Our results further illustrate that the LSA
participants scored significantly better in terms of Shape Likeness
while using EyeGuide and EyeConGuide than No Guide while
no significance was observed between SG-Line and No Guide.
Interestingly, HSA participants also scored significantly better while
using SG-Line as well than No Guide and using EyeGuide than
SG-Line. This shows that the use of eye-tracking in the design of
visual guides can improve the user’s sketching accuracy, while the
behavior of these improvements highly depends on the level of their
spatial ability. We found that HSA participants scored higher than
LSA participants in all scored categories. We also identified that
HSA participants created the highest-scoring sketches, and LSA
ones did the lowest-scoring sketches. This result matches previous
work [5] within our context.

Similarly, the Degree of Deviation performed by the HSA partici-
pants was found to be significantly higher than the LSA participants
while using EyeGuide, EyeConGuide, and No Guide. Unlike the
Shape Likeness measure, we observed any type of grid lines to be
statistically significantly better than No Guide — regardless of the
SA participant group.

Our results highlight the importance of user-centered design
approaches, where each individual might require a different system
adaptation. By understanding the specific needs and preferences of
individuals with HSA and LSA, designers can create more tailored
and effective visual guides, ultimately improving the usability of
3D sketching systems and applications. Moreover, based on our
results, people who teach 3D sketching should consider tailoring
instructional strategies to each individual’s abilities to improve
their skills.

7 INSIGHTS INTO GAZE-BASED GUIDES FOR

3D SKETCHING

This work investigates novel eye-tracking guides to support 3D
sketching. We now discuss the findings of our research across both
basic (Section 5) and complex (Section 6) task experiments. By ana-
lyzing both studies together, we can derive a clearer picture about
the effect of the proposed techniques on the whole 3D sketching
process, and not just on one of its parts.

Our main insight is that, in contrast to the state of the art, the
gaze-based guidance improves sketching accuracy and usability, and
as such, ourworkwas successful in identifying the beneficial proper-
ties of the concept. While EyeGuide makes participants sketch with
less deviation, for basic shapes EyeConGuide was the most pre-
ferred guide. For complex sketches, EyeGuide makes users sketch
shapes more closely to the intended drawing than SG-Line does,
without a significant penalty on Task Completion Time. Previous
work on basic shapes found that adding visual guides increased
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drawing time [2]. However, we did not see similar results for either
task, as there was no significant difference between visual guides.
One possible reason for this is that for complex shapes, the time
“saved” by not following the guide might be “added” to the time
needed to plan their next stroke. We base this reasoning on previous
work [6, 9] that identified hand positioning in space and planning
the hand movement direction as distinct planning sub-actions for
3D sketching. In basic one-stroke shapes, users only need to focus
on planning their hand movement. However, for complex multi-
stroke shapes users need to take other strokes into account when
planning their hand movement. Hence, it seems reasonable that
adding a visual guide does not increase time, as it helps users iden-
tify the spatial relationship between strokes faster when planning
the next stroke.

Moreover, an important aspect of gaze-based assistance is that
the improved performance can come at a compromise of usability
as the guides can only partially cover the user’s intention through
eye movement. Some participants noted that grid fragments could
obscure the scene’s visibility and affect the system usability, which
corroborates previous work on visual guides in a VE [47]. Regard-
less, our participants preferred using EyeGuide and EyeConGuide
over the other methods since the sketching performance was prior-
itized. Moreover, EyeConGuide is the only interaction technique
that achieved a “B” on the SUS questionnaire.

Finally, when comparing the outcomes of two user studies, it be-
comes apparent that the proposed methods affect user performance
and experience differently for basic and complex shapes. For exam-
ple, for basic shapes, we found a statistically significant difference
between EyeGuide and EyeConGuide regarding Shape Deviation,
but we did not find such differences for complex shapes. These
results show that it is important to consider the tradeoff between
multimodal and unimodal interaction techniques [36], and that for
basic shape sketching, unimodal interactions might be better.

7.1 Limitations

This paper evaluated our proposed interaction techniques in two
user studies with 16 participants each. Similarly to previous work [8,
9], we averaged the metrics for all sketch types, reducing our data
analysis’s complexity. One limitation of our results is the sample
size: we only had two participants per condition. Yet, when look-
ing at the effect size of the statistically significant results (Table 1
and Table 2), we can see that all 𝜂2 are over 0.14, which show a
large effect size. Another limitation is that we changed the way to
measure accuracy between Study 1 and Study 2, where we could
not measure the Shape Deviation in Study 2 in the same manner.
This was solely due to the challenges in implementing a standard
Shape Deviation algorithm that can deal with the widely varying
sketching results observed in the participants’ drawings. Instead,
we scored the Shape Likeness and Stroke Quality of the sketches
manually in both studies, to enable us to compare results across
studies.

Another limitation is the participants’ demographics, e.g., hand-
edness, gender, age, and drawing experience. In the future, we plan
to further evaluate our user interface with a larger and more var-
ied population. Finally, we only tested our proposed guides for 3D

sketching in VR. In the future, we will test our gaze-based interac-
tion techniques in other modalities, like 3D sketching with devices
like the 3Doodler or a PHANToM.

8 CONCLUSION

In this paper, we proposed using gaze as a new modality to as-
sist users in sketching better in 3D environments by presenting
two novel eye-gaze-based guide mechanisms: EyeGuide and Eye-
ConGuide. We conducted two user studies to evaluate the pro-
posed techniques. In the first user study, participants sketched
two basic shapes, while in the second study, participants sketched
two complex shapes. The results identified that gaze-based guides
(EyeGuide and EyeConGuide) improve line straightness, degree
of deviation, and shape likeliness for simple and complex shapes.
Moreover, EyeConGuide exhibited a higher usability score, and
participants preferred gaze-based guides over controller-based vi-
sual guides and no guides. We also found that HSA participants
drew more accurate shapes than LSA. Overall, our results identify
that using eye-gaze assistive systems as visual guides can improve
users’ accuracy and the user’s experience in 3D sketching as they
make the systems more usable. We hope our results encourage
practitioners, developers, and designers to embed eye-gaze-based
visual guides into their sketching applications to improve the 3D
sketching performance of users.

ACKNOWLEDGMENTS

This research was funded by TUBITAK 1002 - Short-Term Research
and Development Funding Program, grant number 123M150. This
research was also supported by the Pioneer Centre for AI, DNRF
grant number P1.



EyeGuide & EyeConGuide CHI ’24, May 11–16, 2024, Honolulu, HI, USA

REFERENCES

[1] Rahul Arora, Rubaiat Habib Kazi, Tovi Grossman, George Fitzmaurice, and Karan
Singh. 2018. SymbiosisSketch: Combining 2D & 3D Sketching for Designing
Detailed 3D Objects in Situ. In Proceedings of the 2018 CHI Conference on Human
Factors in Computing Systems. ACM, Montreal QC Canada, 1–15. https://doi.
org/10.1145/3173574.3173759

[2] Rahul Arora, Rubaiat Habib Kazi, Fraser Anderson, Tovi Grossman, Karan Singh,
and George Fitzmaurice. 2017. Experimental Evaluation of Sketching on Surfaces
in VR. In Proceedings of the 2017 CHI Conference on Human Factors in Computing
Systems (Denver, Colorado, USA) (CHI ’17). Association for ComputingMachinery,
New York, NY, USA, 5643–5654. https://doi.org/10.1145/3025453.3025474

[3] A. Terry Bahill, Michael R. Clark, and Lawrence Stark. 1975. The Main Sequence,
a Tool for Studying Human Eye Movements. Mathematical Biosciences 24, 3
(1975), 191–204. https://doi.org/10.1016/0025-5564(75)90075-9

[4] Mayra Donaji BarreraMachuca, Rahul Arora, PhilippWacker, Daniel F. Keefe, and
Johann Habakuk Israel. 2023. Interaction Devices and Techniques for 3D Sketch-
ing. In Interactive Sketch-Based Interfaces and Modelling for Design, Alexandra
Bonnici and Kenneth P. Camilleri (Eds.). River Series in Document Engineering,
Denmark, Chapter 8, 229–249.

[5] Mayra Donaji Barrera Machuca, Paul Asente, Wolfgang Stuerzlinger, Jingwan
Lu, and Byungmoon Kim. 2018. Multiplanes: Assisted Freehand VR Sketching.
In Symposium on Spatial User Interaction (Berlin, Germany) (SUI ’18). Association
for Computing Machinery, New York, NY, USA, 36–47. https://doi.org/10.1145/
3267782.3267786

[6] Mayra Donaji Barrera Machuca, Johann Habakuk Israel, Daniel F. Keefe, and
Wolfgang Stuerzlinger. 2023. Toward More Comprehensive Evaluations of 3D
Immersive Sketching, Drawing, and Painting. IEEE Transactions on Visualization
and Computer Graphics (2023), 1–18. https://doi.org/10.1109/TVCG.2023.3276291

[7] Mayra Donaji Barrera Machuca and Wolfgang Stuerzlinger. 2019. The Effect of
Stereo Display Deficiencies on Virtual Hand Pointing. In Proceedings of the 2019
CHI Conference on Human Factors in Computing Systems (Glasgow, Scotland UK)
(CHI ’19). Association for Computing Machinery, New York, NY, USA, Article
207, 14 pages. https://doi.org/10.1145/3290605.3300437

[8] Mayra Donaji Barrera Machuca, Wolfgang Stuerzlinger, and Paul Asente. 2019.
The Effect of Spatial Ability on Immersive 3D Drawing. In Proceedings of the
2019 on Creativity and Cognition (San Diego, CA, USA) (C&C ’19). Association for
Computing Machinery, New York, NY, USA, 173–186. https://doi.org/10.1145/
3325480.3325489

[9] Mayra Donaji Barrera Machuca, Wolfgang Stuerzlinger, and Paul Asente. 2019.
Smart3DGuides: Making Unconstrained Immersive 3D Drawing More Accurate.
In 25th ACM Symposium on Virtual Reality Software and Technology (Parramatta,
NSW, Australia) (VRST ’19). Association for Computing Machinery, New York,
NY, USA, Article 37, 13 pages. https://doi.org/10.1145/3359996.3364254

[10] Anil Ufuk Batmaz, Mayra Donaji Barrera Machuca, Duc Minh Pham, and Wolf-
gang Stuerzlinger. 2019. Do Head-Mounted Display Stereo Deficiencies Affect
3D Pointing Tasks in AR and VR?. In 2019 IEEE Conference on Virtual Reality and
3D User Interfaces (VR). IEEE, Osaka, Japan, 585–592.

[11] Anil Ufuk Batmaz, Mayra Donaji Barrera Machuca, Junwei Sun, and Wolfgang
Stuerzlinger. 2022. The Effect of the Vergence-Accommodation Conflict on
Virtual Hand Pointing in Immersive Displays. In Proceedings of the 2022 CHI
Conference on Human Factors in Computing Systems (New Orleans, LA, USA)
(CHI ’22). Association for Computing Machinery, New York, NY, USA, Article
633, 15 pages. https://doi.org/10.1145/3491102.3502067

[12] Jonas Blattgerste, Patrick Renner, and Thies Pfeiffer. 2018. Advantages of Eye-
Gaze over Head-Gaze-Based Selection in Virtual and Augmented Reality under
Varying Field of Views. In Proceedings of the Workshop on Communication by
Gaze Interaction (Warsaw, Poland) (COGAIN ’18). Association for Computing
Machinery, New York, NY, USA, Article 1, 9 pages. https://doi.org/10.1145/
3206343.3206349

[13] John Brooke. 1996. SUS: A ’Quick and Dirty’ Usability Scale. In Usability
Evaluation In Industry. CRC Press, London.

[14] Géry Casiez, Nicolas Roussel, and Daniel Vogel. 2012. 1 € Filter: A Simple Speed-
Based Low-Pass Filter for Noisy Input in Interactive Systems. In Proceedings of the
SIGCHI Conference on Human Factors in Computing Systems (Austin, Texas, USA)
(CHI ’12). Association for Computing Machinery, New York, NY, USA, 2527–2530.
https://doi.org/10.1145/2207676.2208639

[15] Rebecca Chamberlain, Howard Riley, Chris McManus, Qona Rankin, and Nicola
Brunswick. 2011. The Perceptual Foundations of Drawing Ability. In Proceed-
ings of an Interdisciplinary Symposium on Drawing, Cognition and Education.
Loughborough University, UK, 95–10.

[16] Mon-Chu Chen, Yi-Ching Huang, and Kuan-YingWu. 2014. Gaze-Based Drawing
Assistant. In ACM SIGGRAPH 2014 Posters (Vancouver, Canada) (SIGGRAPH ’14).
Association for Computing Machinery, New York, NY, USA, Article 50, 1 pages.
https://doi.org/10.1145/2614217.2614277

[17] Ruben Coen-Cagli, Paolo Coraggio, Paolo Napoletano, Odelia Schwartz, Mario
Ferraro, and Giuseppe Boccignone. 2009. Visuomotor Characterization of Eye
Movements in a Drawing Task. Vision Research 49, 8 (2009), 810–818. https:

//doi.org/10.1016/j.visres.2009.02.016
[18] Douglas Cooper. 2018. Imagination’s Hand: The Role of Gesture in Design

Drawing. Design Studies 54 (2018), 120–139. https://www.sciencedirect.com/
science/article/pii/S0142694X17300790

[19] Michael F. Deering. 1995. HoloSketch: A Virtual Reality Sketching/Animation
Tool. ACM Trans. Comput.-Hum. Interact. 2, 3 (sep 1995), 220–238. https://doi.
org/10.1145/210079.210087

[20] Tobias Drey, Jan Gugenheimer, Julian Karlbauer, Maximilian Milo, and Enrico
Rukzio. 2020. VRSketchIn: Exploring the Design Space of Pen and Tablet
Interaction for 3D Sketching in Virtual Reality. In Proceedings of the 2020
CHI Conference on Human Factors in Computing Systems (Honolulu, HI, USA)
(CHI ’20). Association for Computing Machinery, New York, NY, USA, 1–14.
https://doi.org/10.1145/3313831.3376628

[21] Tobias Drey, Michael Montag, Andrea Vogt, Nico Rixen, Tina Seufert, Steffi
Zander, Michael Rietzler, and Enrico Rukzio. 2023. Investigating the Effects of
Individual Spatial Abilities on Virtual Reality Object Manipulation. In Proceedings
of the 2023 CHI Conference on Human Factors in Computing Systems (Hamburg,
Germany) (CHI ’23). Association for Computing Machinery, New York, NY, USA,
Article 398, 24 pages. https://doi.org/10.1145/3544548.3581004

[22] Ruth B. Ekstrom, John W. French, Harry H. Harman, and Diran Dermen. 1976.
Manual for Kit of Factor-Referenced Cognitive Tests. Educational Testing Service,
Princeton, NJ. 117 pages.

[23] Hesham Elsayed, Mayra Donaji Barrera Machuca, Christian Schaarschmidt,
Karola Marky, Florian Müller, Jan Riemann, Andrii Matviienko, Martin Schmitz,
Martin Weigel, and Max Mühlhäuser. 2020. VRSketchPen: Unconstrained Haptic
Assistance for Sketching in Virtual 3D Environments. In 26th ACM Symposium
on Virtual Reality Software and Technology (Virtual Event, Canada) (VRST ’20).
Association for Computing Machinery, New York, NY, USA, Article 3, 11 pages.
https://doi.org/10.1145/3385956.3418953

[24] Michele Fiorentino, Giuseppe Monno, Pietro Alexander Renzulli, Antonio E. Uva,
D. Dis, and Politecnico di Bari. 2003. 3D Sketch Stroke Segmentation and Fitting
in Virtual Reality. In International Conference on the Computer Graphics and Vision.
iadis, Czech Republic, 8.

[25] Emma Gowen and R. Chris Miall. 2006. Eye–Hand Interactions in Tracing
and Drawing Tasks. Human Movement Science 25, 4 (2006), 568–585. https:
//doi.org/10.1016/j.humov.2006.06.005 Advances in Graphonomics: Studies on
Fine Motor Control, Its Development and Disorders.

[26] Tovi Grossman, Ravin Balakrishnan, Gordon Kurtenbach, George Fitzmaurice,
AzamKhan, and Bill Buxton. 2002. Creating Principal 3DCurveswithDigital Tape
Drawing. In Proceedings of the SIGCHI Conference on Human Factors in Computing
Systems (Minneapolis, Minnesota, USA) (CHI ’02). Association for Computing
Machinery, New York, NY, USA, 121–128. https://doi.org/10.1145/503376.503398

[27] Joseph F. Hair Jr, William C. Black, Barry J. Babin, and Rolph E. Anderson. 2014.
Multivariate Data Analysis.

[28] Sandra G. Hart. 2006. NASA-Task Load Index (NASA-TLX); 20 Years Later.
Proceedings of the Human Factors and Ergonomics Society Annual Meeting 50, 9
(2006), 904–908.

[29] Sandra G. Hart and Lowell E. Staveland. 1988. Development of NASA-TLX (Task
Load Index): Results of Empirical and Theoretical Research. In Advances in
Psychology. Vol. 52. Elsevier, USA, 139–183.

[30] Yanfei Hu Fleischhauer, Hemant Bhaskar Surale, Florian Alt, and Ken Pfeuffer.
2023. Gaze-Based Mode-Switching to Enhance Interaction with Menus on Tablets.
In Proceedings of the 2023 Symposium on Eye Tracking Research and Applications
(Tubingen, Germany) (ETRA ’23). Association for Computing Machinery, New
York, NY, USA, Article 7, 8 pages. https://doi.org/10.1145/3588015.3588409

[31] Bret Jackson and Daniel F. Keefe. 2016. Lift-Off: Using Reference Imagery and
Freehand Sketching to Create 3DModels in VR. IEEE Transactions on Visualization
and Computer Graphics 22, 4 (2016), 1442–1451. https://doi.org/10.1109/TVCG.
2016.2518099

[32] Ying Jiang, Congyi Zhang, Hongbo Fu, Alberto Cannavò, Fabrizio Lamberti,
Henry Y K Lau, and Wenping Wang. 2021. HandPainter - 3D Sketching in VR
with Hand-Based Physical Proxy. In Proceedings of the 2021 CHI Conference on
Human Factors in Computing Systems (Yokohama, Japan) (CHI ’21). Association
for Computing Machinery, New York, NY, USA, Article 412, 13 pages. https:
//doi.org/10.1145/3411764.3445302

[33] Iestyn Jowers, Miquel Prats, Alison McKay, and Steve Garner. 2013. Evaluating
an Eye Tracking Interface for a Two-Dimensional Sketch Editor. Computer-Aided
Design 45, 5 (2013), 923–936. https://doi.org/10.1016/j.cad.2013.01.006

[34] Daniel F. Keefe, Robert Zeleznik, and David Laidlaw. 2007. Drawing on Air: Input
Techniques for Controlled 3D Line Illustration. IEEE Transactions on Visualization
and Computer Graphics 13, 5 (2007), 1067–1081. https://doi.org/10.1109/TVCG.
2007.1060

[35] Kin Chung Kwan and Hongbo Fu. 2019. Mobi3DSketch: 3D Sketching in Mobile
AR. In Proceedings of the 2019 CHI Conference on Human Factors in Computing
Systems (Glasgow, Scotland UK) (CHI ’19). Association for Computing Machinery,
New York, NY, USA, 1–11. https://doi.org/10.1145/3290605.3300406

[36] Joseph J. Laviola, Sarah Buchanan, and Corey R. Pittman. 2014. Multimodal Input
for Perceptual User Interfaces. John Wiley and Sons, Ltd, UK, Chapter 9, 285–312.

https://doi.org/10.1145/3173574.3173759
https://doi.org/10.1145/3173574.3173759
https://doi.org/10.1145/3025453.3025474
https://doi.org/10.1016/0025-5564(75)90075-9
https://doi.org/10.1145/3267782.3267786
https://doi.org/10.1145/3267782.3267786
https://doi.org/10.1109/TVCG.2023.3276291
https://doi.org/10.1145/3290605.3300437
https://doi.org/10.1145/3325480.3325489
https://doi.org/10.1145/3325480.3325489
https://doi.org/10.1145/3359996.3364254
https://doi.org/10.1145/3491102.3502067
https://doi.org/10.1145/3206343.3206349
https://doi.org/10.1145/3206343.3206349
https://doi.org/10.1145/2207676.2208639
https://doi.org/10.1145/2614217.2614277
https://doi.org/10.1016/j.visres.2009.02.016
https://doi.org/10.1016/j.visres.2009.02.016
https://www.sciencedirect.com/science/article/pii/S0142694X17300790
https://www.sciencedirect.com/science/article/pii/S0142694X17300790
https://doi.org/10.1145/210079.210087
https://doi.org/10.1145/210079.210087
https://doi.org/10.1145/3313831.3376628
https://doi.org/10.1145/3544548.3581004
https://doi.org/10.1145/3385956.3418953
https://doi.org/10.1016/j.humov.2006.06.005
https://doi.org/10.1016/j.humov.2006.06.005
https://doi.org/10.1145/503376.503398
https://doi.org/10.1145/3588015.3588409
https://doi.org/10.1109/TVCG.2016.2518099
https://doi.org/10.1109/TVCG.2016.2518099
https://doi.org/10.1145/3411764.3445302
https://doi.org/10.1145/3411764.3445302
https://doi.org/10.1016/j.cad.2013.01.006
https://doi.org/10.1109/TVCG.2007.1060
https://doi.org/10.1109/TVCG.2007.1060
https://doi.org/10.1145/3290605.3300406


CHI ’24, May 11–16, 2024, Honolulu, HI, USA Turkmen et al.

https://doi.org/10.1002/9781118706237.ch9
[37] Diako Mardanbegi, Benedikt Mayer, Ken Pfeuffer, Shahram Jalaliniya, Hans

Gellersen, and Alexander Perzl. 2019. EyeSeeThrough: Unifying Tool Selection
and Application in Virtual Environments. In 2019 IEEE Conference on Virtual
Reality and 3D User Interfaces (VR). IEEE, Osaka, Japan, 474–483. https://doi.org/
10.1109/VR.2019.8797988

[38] I. C. McManus, Phik-Wern Loo, Rebecca Chamberlain, Howard Riley, and Nicola
Brunswick. 2011. Does Shape Constancy Relate to Drawing Ability? Two Failures
to Replicate. Empirical Studies of the Arts 29, 2 (2011), 191–208. https://doi.org/
10.2190/EM.29.2.d

[39] Alfred Oti and Nathan Crilly. 2021. Immersive 3D Sketching Tools: Implications
for Visual Thinking and Communication. Computers & Graphics 94 (2021), 111–
123. https://doi.org/10.1016/j.cag.2020.10.007

[40] Ken Pfeuffer, Jason Alexander, Ming Ki Chong, Yanxia Zhang, and Hans Gellersen.
2015. Gaze-Shifting: Direct-Indirect Input with Pen and Touch Modulated by
Gaze. In Proceedings of the 28th Annual ACM Symposium on User Interface Software
& Technology (Charlotte, NC, USA) (UIST ’15). Association for Computing Ma-
chinery, New York, NY, USA, 373–383. https://doi.org/10.1145/2807442.2807460

[41] Ken Pfeuffer, Benedikt Mayer, Diako Mardanbegi, and Hans Gellersen. 2017. Gaze
+ Pinch Interaction in Virtual Reality. In Proceedings of the 5th Symposium on
Spatial User Interaction (Brighton, United Kingdom) (SUI ’17). Association for
Computing Machinery, New York, NY, USA, 99–108. https://doi.org/10.1145/
3131277.3132180

[42] Ken Pfeuffer, Lukas Mecke, Sarah Delgado Rodriguez, Mariam Hassib, Hannah
Maier, and Florian Alt. 2020. Empirical Evaluation of Gaze-Enhanced Menus in
Virtual Reality. In 26th ACM Symposium on Virtual Reality Software and Technol-
ogy (Virtual Event, Canada) (VRST ’20). Association for Computing Machinery,
NewYork, NY, USA, Article 20, 11 pages. https://doi.org/10.1145/3385956.3418962

[43] Alexander Plopski, Teresa Hirzle, Nahal Norouzi, Long Qian, Gerd Bruder, and
Tobias Langlotz. 2022. The Eye in Extended Reality: A Survey on Gaze Interaction
and Eye Tracking in Head-Worn Extended Reality. ACM Comput. Surv. 55, 3,
Article 53 (mar 2022), 39 pages. https://doi.org/10.1145/3491207

[44] Hugo Romat, Andreas Fender, Manuel Meier, and Christian Holz. 2021. Flashpen:
A High-Fidelity and High-Precision Multi-Surface Pen for Virtual Reality. In 2021
IEEE Virtual Reality and 3D User Interfaces (VR) (Lisboa, Portugal). IEEE, virtual,
306–315. https://doi.org/10.1109/VR50410.2021.00053

[45] Enrique Rosales, Chrystiano Araújo, Jafet Rodriguez, Nicholas Vining, Dongwook
Yoon, and Alla Sheffer. 2021. AdaptiBrush: Adaptive General and Predictable
VR Ribbon Brush. ACM Trans. Graph. 40, 6, Article 247 (Dec 2021), 15 pages.
https://doi.org/10.1145/3478513.3480511

[46] Jeff Sauro and James R. Lewis. 2016. Quantifying the User Experience: Practical
Statistics for User Research. Morgan Kaufmann, USA.

[47] Ben Shneiderman, Catherine Plaisant, and Maxine Cohen. 2016. Designing the
User Interface (6th ed.). Pearson, USA. 616 pages.

[48] Ludwig Sidenmark and Hans Gellersen. 2019. Eye, Head and Torso Coordination
During Gaze Shifts in Virtual Reality. ACM Trans. Comput.-Hum. Interact. 27, 1,
Article 4 (Dec 2019), 40 pages. https://doi.org/10.1145/3361218

[49] Lingyun Sun, Wei Xiang, Chunlei Chai, Zhiyuan Yang, and Kejun Zhang. 2014.
Designers’ Perception During Sketching: An Examination of Creative Segment
Theory Using Eye Movements. Design Studies 35, 6 (2014), 593–613. https:
//doi.org/10.1016/j.destud.2014.04.004

[50] John Tchalenko. 2007. Eye Movements in Drawing Simple Lines. Perception 36, 8
(2007), 1152–1167. https://doi.org/10.1068/p5544 PMID: 17972480.

[51] John Tchalenko. 2009. Segmentation and Accuracy in Copying and Drawing:
Experts and Beginners. Vision Research 49, 8 (2009), 791–800. https://doi.org/10.
1016/j.visres.2009.02.012

[52] Rumeysa Türkmen, Ken Pfeuffer, Mayra Donaji Barrera Machuca, Anil Ufuk
Batmaz, and Hans Gellersen. 2022. Exploring Discrete Drawing Guides to Assist
Users in Accurate Mid-Air Sketching in VR. In Extended Abstracts of the 2022
CHI Conference on Human Factors in Computing Systems (New Orleans, LA, USA)
(CHI EA ’22). Association for Computing Machinery, New York, NY, USA, Article
276, 7 pages. https://doi.org/10.1145/3491101.3519737

[53] Roel Vertegaal. 2003. Session details: Attentive User Interfaces. Commun. ACM
46, 3 (mar 2003). https://doi.org/10.1145/3263733

[54] Philipp Wacker, Oliver Nowak, Simon Voelker, and Jan Borchers. 2019. ARPen:
Mid-Air Object Manipulation Techniques for a Bimanual AR System with Pen
& Smartphone. In Proceedings of the 2019 CHI Conference on Human Factors in
Computing Systems (Glasgow, Scotland UK) (CHI ’19). Association for Computing
Machinery, New York, NY, USA, 1–12. https://doi.org/10.1145/3290605.3300849

[55] Eeva Wiese, Johann Habakuk Israel, Achim Meyer, and Sara Bongartz. 2010.
Investigating the Learnability of Immersive Free-Hand Sketching. In Seventh
Sketch-based Interfaces and Modeling Symposium (Annecy, France) (SBIM ’10).
Eurographics Association, Goslar, DEU, 135–142.

[56] Jacob O. Wobbrock, Leah Findlater, Darren Gergle, and James J. Higgins. 2011.
The Aligned Rank Transform for Nonparametric Factorial Analyses Using Only
ANOVA Procedures. In Proceedings of the SIGCHI Conference on Human Factors
in Computing Systems (Vancouver, BC, Canada) (CHI ’11). ACM, New York, NY,
USA, 143–146. https://doi.org/10.1145/1978942.1978963

[57] Difeng Yu, Xueshi Lu, Rongkai Shi, Hai-Ning Liang, Tilman Dingler, Eduardo
Velloso, and Jorge Goncalves. 2021. Gaze-Supported 3D Object Manipulation
in Virtual Reality. In Proceedings of the 2021 CHI Conference on Human Factors
in Computing Systems (Yokohama, Japan) (CHI ’21). Association for Computing
Machinery, New York, NY, USA, Article 734, 13 pages. https://doi.org/10.1145/
3411764.3445343

[58] Xue Yu, Stephen DiVerdi, Akshay Sharma, and Yotam Gingold. 2021. Scaf-
foldSketch: Accurate Industrial Design Drawing in VR. In The 34th Annual
ACM Symposium on User Interface Software and Technology (Virtual Event, USA)
(UIST ’21). Association for Computing Machinery, New York, NY, USA, 372–384.
https://doi.org/10.1145/3472749.3474756

[59] Ya-Ting Yue, Xiaolong Zhang, Yongliang Yang, Gang Ren, Yi-King Choi, and
WenpingWang. 2017. WireDraw: 3DWire Sculpturing GuidedwithMixed Reality.
In Proceedings of the 2017 CHI Conference on Human Factors in Computing Systems
(Denver, Colorado, USA) (CHI ’17). Association for Computing Machinery, New
York, NY, USA, 3693–3704. https://doi.org/10.1145/3025453.3025792

[60] Shumin Zhai, Carlos Morimoto, and Steven Ihde. 1999. Manual and Gaze In-
put Cascaded (MAGIC) Pointing. In Proceedings of the SIGCHI Conference on
Human Factors in Computing Systems (Pittsburgh, Pennsylvania, USA) (CHI
’99). Association for Computing Machinery, New York, NY, USA, 246–253.
https://doi.org/10.1145/302979.303053

https://doi.org/10.1002/9781118706237.ch9
https://doi.org/10.1109/VR.2019.8797988
https://doi.org/10.1109/VR.2019.8797988
https://doi.org/10.2190/EM.29.2.d
https://doi.org/10.2190/EM.29.2.d
https://doi.org/10.1016/j.cag.2020.10.007
https://doi.org/10.1145/2807442.2807460
https://doi.org/10.1145/3131277.3132180
https://doi.org/10.1145/3131277.3132180
https://doi.org/10.1145/3385956.3418962
https://doi.org/10.1145/3491207
https://doi.org/10.1109/VR50410.2021.00053
https://doi.org/10.1145/3478513.3480511
https://doi.org/10.1145/3361218
https://doi.org/10.1016/j.destud.2014.04.004
https://doi.org/10.1016/j.destud.2014.04.004
https://doi.org/10.1068/p5544
https://doi.org/10.1016/j.visres.2009.02.012
https://doi.org/10.1016/j.visres.2009.02.012
https://doi.org/10.1145/3491101.3519737
https://doi.org/10.1145/3263733
https://doi.org/10.1145/3290605.3300849
https://doi.org/10.1145/1978942.1978963
https://doi.org/10.1145/3411764.3445343
https://doi.org/10.1145/3411764.3445343
https://doi.org/10.1145/3472749.3474756
https://doi.org/10.1145/3025453.3025792
https://doi.org/10.1145/302979.303053

	Abstract
	1 Introduction
	2 Related Work
	2.1 3D Sketching
	2.2 Eye-Hand Coordination in Drawing
	2.3 Gaze-based Design

	3 Visual Guides
	3.1 State of the Art
	3.2 Proposed Visual Guides Design

	4 Research Questions and Method
	5 Study 1 — Basic Shapes
	5.1 Methodology
	5.2 Results
	5.3 Discussion

	6 Study 2 — Complex Shapes
	6.1 Methodology
	6.2 Results
	6.3 Discussion

	7 Insights into Gaze-Based Guides for 3D Sketching
	7.1 Limitations

	8 Conclusion
	Acknowledgments
	References

