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ABSTRACT
Building on the success of the first workshop on understanding,
generating, and adapting user interfaces at CHI2022, this work-
shop will advance this research area further by looking at existing
results and exploring new research directions. Computational ap-
proaches for user interfaces have been used in adapting interfaces
for different devices, modalities, and user preferences. Recent work
has made significant progress in understanding and adapting user
interfaces with traditional constraint/rule-based optimization and
machine learning-based data-driven approaches; however, these
two approaches remain separate. Combining the two approaches
has great potential to advance the area but remains under-explored
and challenging. Other contributions, such as datasets for potential
applications, novel representations of user interfaces, the analysis
of human traces, and models with multi-modalities, will also open
up future research options. The proposed workshop seeks to bring
together researchers interested in computational approaches for
user interfaces to discuss the needs and opportunities for future
user interface algorithms, models, and applications.

ACM Reference Format:
Yue Jiang, Yuwen Lu, Christof Lutteroth, Toby Jia-Jun Li, Jeffrey Nichols,
and Wolfgang Stuerzlinger. 2023. The Future of Computational Approaches
for Understanding and Adapting User Interfaces. In Extended Abstracts of the
2023 CHI Conference on Human Factors in Computing Systems (CHI EA ’23),
April 23–28, 2023, Hamburg, Germany. ACM, New York, NY, USA, 5 pages.
https://doi.org/10.1145/3544549.3573805

1 OVERVIEW
Computational approaches for understanding and adapting user
interfaces have attracted significant attention in the HCI com-
munity [4, 36, 38]. Recent approaches have explored the gen-
eration of user interfaces for assisting the process of designing
them [10, 15, 19, 35], the adaptation to different devices and user
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preferences [8, 9, 11], methods to understand underlying tasks and
user behaviors [20, 24, 25, 32, 34], reverse engineering for accessi-
bility and user interface understanding [6, 13, 26, 39], and novel
representations of user interfaces [11, 22].

Optimization-based approaches generate and adapt user inter-
faces to satisfy constraints [8, 11, 13, 14, 30]; data-driven approaches
employ deep learning networks to improve the capability in un-
derstanding interface semantics at scale and generating interface
designs [22, 37, 39]). As both these directions progress, the research
topic of user interface design has become increasingly interdis-
ciplinary, with participation and contribution from researchers
working on optimization algorithms, data-driven models, software
engineering, accessibility, and various user interface applications.
We are seeing increased interest in this topic from the broader
community.

In the previous workshop at CHI2022 [12], we explored
optimization-based approaches and data-driven approaches sepa-
rately and focused on user interface applications. In this workshop,
we aim to focus on closing the gap between these two streams
of approaches and fulfill the fundamental needs for future user
interface research.

• Combination: It is crucial to provide designers with fine-
granular control for their design while providing choices that
UI designers need to make. Optimization-based approaches
can give designers more control over their design; data-
driven approaches are better at generating different final
results and suggestions. Thus, analyzing the strengths and
weaknesses of both kinds of approaches and exploring their
combination shows significant potential to advance the topic.

• Datasets: Data-driven approaches depend highly on
datasets. Large datasets, such as RICO [5], have triggered a
stream of research on this topic. However, the RICO dataset
has limitations and researchers have consequently worked
on cleaning up or augmenting it to achieve better model
performance [16, 17]. In addition, the shifting trends in the
design industry have resulted in major interface updates.
As a result, new meaningful datasets can form the basis
of future research. Given such datasets, foundation models
can also bring significant opportunities to build AI-infused
applications.
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• Representations: Powerful representations of user inter-
faces are essential for both understanding existing layouts
and generating new ones. UIBERT [2] and Screen2Vec [22]
demonstrate the promise of UI representations. ORC Lay-
out [11] represents GUI layouts with an extended constraint
system with OR-constraints. Novel representations often
have the potential to extend the scope of the applications
and surpass the limitations of older representations.

• Human Traces: Most existing works focused on under-
standing static user interfaces. It is also essential to analyze
the dynamic human interaction traces with interfaces, to-
wards understanding user intentions.

• Domain Extension:Most 2D interface approaches can be
directly applied to 3D. If we consume UIs in mixed real-
ity, how we generate user interfaces will need to change
drastically. It is still challenging to understand the connec-
tion between physical objects and virtual interfaces, and
to further optimize the virtual interfaces to adapt to user
preferences and cognitive load.

2 BACKGROUND
2.1 Optimization-based and Data-driven

learning Approaches
Generating adaptive interfaces remains challenging due to the in-
creasing diversity of devices and user preferences. Optimization-
based approaches focus on UI adaptation and customization to
improve the user experience for different devices and user require-
ments. They automatically generate optimized user interfaces that
satisfy device properties and layout element constraints, while min-
imizing user effort (e.g., SUPPLE [8], Arnauld [7], ORC Layout [11]).
Efficient Layout solvers, such as Cassowary [1] and ORCSolver [14],
enable real-time adaptive UI generation. Reverse engineering ap-
proaches are a key component to understand existing user inter-
faces and to customize them. Prior research identified interface
elements and enabled users to add advanced interactions [6, 33],
inferred constraints from input UI exemplars [3], reconstructed
higher-level constraint-based specifications [28], enabled webpage
adaptation via different input modalities [34], and enabled platform-
and framework-independent customization for both graphical UIs
and webpages [13]. Data-driven approaches have also been used to
understand UIs for accessibility [39], perform UI retrieval [5, 10],
learn design semantics [27], generate semantic representations
from UIs [22], create documents without manually defining con-
straints and templates (, e.g., LayoutGAN [18], Neural Design Net-
work [15]), and for combining programming-by-demonstration and
natural language processing technologies to understand and author
multimodal UIs [21, 23, 31]).

Designing UIs is an iterative process; thus, designers would like
to have fine-granularity control for their design given constructive
suggestions. Optimization-based approaches can give designers
more control over their design; data-driven approaches are better
at generating different final results and suggestions. Our workshop
will encourage researchers to think deeply about the strengths and
weaknesses of both types of approaches and discuss the potential
combination of both.

2.2 Datasets and Representations
A crucial limitation of data-driven approaches is that they only
work well in areas where high-quality domain-specific data is avail-
able. The current stream of research on data-driven approaches
was motivated mainly by the availability of the large GUI dataset
RICO [5]. It includes more than 72k unique UI screens and triggered
data-driven applications for UI design retrieval, layout generation,
code generation for UIs, user interaction modeling, and user per-
ception prediction. A few more datasets have been released after
RICO. Most recent datasets are extensions or cleaned versions of
RICO [2, 16]. Moran et al. published a novel dataset called CLAR-
ITY [29] containing functional UI descriptions. Additional effort is
still required to provide researchers with new datasets to extend
the domain of this area.

An appropriate, powerful representation of a user interface is es-
sential for understanding existing and generating new layouts. For
example, UIBERT [2] learned generic feature representations for UI
components. Screen2Vec [22] created semantic representation of
UIs. ORC Layout [11] represents UIs as an extended constraint sys-
tem with OR-constraints. Novel representations have the potential
to extend the scope of future research.

3 THE GOAL OF THEWORKSHOP
The main goal of this workshop is to encourage the community to
think about potential opportunities for research on user interfaces.
We aim to create a research agenda that maximizes the academic,
practical, and social impact our community can make. We will
encourage people from the CHI community, from adjacent academic
communities, and industry practitioners to participate.

Through the discussion at the workshop, we expect to bring
more attention to relevant work at the intersection of HCI, other
adjacent disciplines (e.g. Machine Learning and Software Engineer-
ing), and industry practitioners. We hope this workshop can serve
as a platform to continue growing as a community and attract more
members interested to participate.

4 ORGANIZERS
Yue Jiang is a Ph.D. student in Intelligent Systems by Prof. Antti
Oulasvirta at Aalto University, Finland. Her main research interests
are in adaptive user interfaces and eye tracking. Her recent work
with Prof. Wolfgang Stuerzlinger and Prof. Christof Lutteroth
focuses on adaptive GUI layouts based on OR-Constraints (ORC).

Yuwen Lu is a Ph.D. student in the Department of Computer
Science and Engineering at the University of Notre Dame,
working on using data-driven approaches for understanding and
generating user interfaces to support UX research and design work.
Before joining Notre Dame, Yuwen received a Master’s degree in
Human-Computer Interaction from Carnegie Mellon University.

Christof Lutteroth is a Reader in the Department of Computer
Science at the University of Bath. His main research interests are in
HCI, with a focus on immersive technology, interaction methods,
and user interface design. In particular, he has a long-standing
interest in methods for user interface layout. He is the director of
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the REal and Virtual Environments Augmentation Labs (REVEAL),
the HCI research center at the University of Bath.

Toby Jia-Jun Li is an Assistant Professor in the Department of
Computer Science and Engineering at the University of Notre
Dame and the Director of the SaNDwich Lab. Toby and his group
use human-centered methods to design, build, and study human-AI
collaborative systems. In the domain of this workshop, Toby has
recently done work in building interactive task learning agents that
learn from the user’s demonstrations on GUIs and natural language
instructions about GUIs [20, 23], graphs models for representing
and grounding natural language instructions about GUIs [21], and
semantic embedding techniques for modeling GUIs [22].

Jeffery Nichols is a Research Scientist in the AI/ML group at Apple
working on intelligent user interfaces. Previously he was a Staff
Research Scientist at Google, working on the open-source Fuchsia
operating system. His most important academic contribution
recently was the creation of the RICO dataset [5]. He also worked
on the PUC project [30], whose primary focus was creating a
specification language that can define any device and an automatic
user interface generator that can create control panels from this
specification language.

Wolfgang Stuerzlinger is a Professor at the School of Interactive
Arts + Technology at Simon Fraser University. His work aims to
gain a deeper understanding of and to find innovative solutions for
real-world problems. Current research projects include better 3D
interaction techniques for Virtual and Augmented Reality applica-
tions, new human-in-the-loop systems for big data analysis, the
characterization of the effects of technology limitations on human
performance, investigations of human behaviors with occasionally
failing technologies, user interfaces for versions, scenarios, and
alternatives, and new Virtual/Augmented Reality hardware and
software.

5 PRE-WORKSHOP PLANS
5.1 Before the Workshop
We will distribute the Call for Participation through HCI-related
emailing lists. We will also advertise the workshop at upcoming
HCI conferences, among research groups, on social media, and
through our professional networks.

To help candidates get familiar with the workshop’s scope and
goals, we will create a website to provide information about the
workshop.

6 WORKSHOP STRUCTURE
The workshop will be a one-day workshop containing approxi-
mately 30 participants and the organizers. It will consist of two
keynote talks, workshop paper presentations, and topic discussions.
Each participant will contribute to the workshop with a position
paper (4–6 pages in CHI EA format). The workshop organizers
and a program committee will review the submissions. We will
select participants based on the quality and novelty of the insights
presented in their submissions. We will also try to balance different

Time Session
9:00 - 9:30 Introduction of workshop organizers, participants,

topics, and goals
9:30 - 10:30 Keynote 1 by an invited speaker
10:30 - 11:00 Coffee break
11:00 - 12:00 Paper Presentation (6 papers)
12:00 - 13:30 Lunch
13:30 - 14:30 Keynote 2 by an invited speaker
14:30 - 15:30 Paper Presentation (6 papers)
15:30 - 16:00 Coffee break
16:00 - 17:00 Group discussion
17:00 - 17:30 Discussion group report back, wrap-up

17:30 Dinner (optional)
Table 1: Tentative agenda of the workshop

workshop topics and criteria to ensure a diverse group of workshop
participants.

6.1 Workshop Format and Asynchronous
Engagement

We expect the workshop to be hybrid with most participants attend-
ing in person. Synchronous remote participation will be available
for those unable to join us in person. We will stream all talks at
the workshop and will create virtual discussion “breakout rooms”
for remote attendees. No special technical capacity will be neces-
sary to support the workshop day beyond the standard equipment
(e.g., WiFi, projector, microphone) at the conference center. The
organizers can prepare e.g., speakerphones and cameras, to support
remote participation if needed. We will also support synchronous
engagement with workshop materials on the workshop website.

We will release the workshop website upon the acceptance of
the workshop. It will list the call for papers of the workshop, the
program information, the list of organizers and speakers, and the
pre-prints of accepted workshop position papers. After the work-
shop, the website will also host recorded workshop talks (with
author consent) with discussion threads for each talk to support
asynchronous engagement with workshop materials. The work-
shop format and logistics plan are subject to change depending on
the final plans for the CHI conference itself.

During the workshop, participants will have the opportunity to
interact with experts in the fields. The workshop organizers will
provide input into different areas to discuss during the workshop.
We plan to invite two keynote speakers to the workshop. Each will
present a talk in their areas of expertise for 30 minutes, followed
by an extensive Q&A and discussion session. We will sort accepted
workshop position papers into sessions based on their topics, and
each position paper will be presented for 5 minutes.

The participants will form small breakout groups for topic dis-
cussion. Several groups will be pre-defined by the organizers to
address each of the critical questions of the workshop (e.g., the
combination of optimization-based and data-driven approaches,
datasets, and representations). The participants may also propose
and form new groups as needed. At the end of the workshop, each
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breakout group will report their discussion results for the larger
group to discuss.

7 POST-WORKSHOP PLAN
After the CHI workshop, we plan to produce a report on the work-
shop outcome. The workshop papers and results will be available on
the website before and after the workshop, providing opportunities
for a larger audience to get familiar with this area. We may seek
opportunities for an edited book or a special issue in a selected
journal, e.g., ToCHI, where the participants will be encouraged to
publish their work.

A central goal of this workshop is community building for re-
searchers and practitioners in this area. After the workshop, we plan
to create a platform for community members to continue the discus-
sion and share resources. Potential options may include a periodical
email newsletter, a public GitHub repository, or a Slack/Discord
channel. Participants and organizers will discuss the next steps at
the workshop.

8 CALL FOR PARTICIPATION
"The Future of Computational Approaches for Understanding and
Adapting User Interfaces" is a workshop at CHI2023. In this one-
day workshop, we seek to bring together researchers from different
sub-disciplines of HCI across the intersections between HCI and
adjacent fields (e.g., ML, CV, NLP, SE) at different stages of the
pipeline from developing algorithms and models to developing ap-
plications, and across industry and academia boundaries to discuss
the opportunities and needs of future computational approaches
for adaptive user interfaces.

We invite researchers and practitioners to submit a 4–6 page
(excluding references) position paper in the CHI Extended Abstract
format to participate in the workshop. Submissions can reflect on
past work, in-progress projects, present challenges and approaches,
identified opportunities, or critical opinions and arguments cover-
ing but not limited to the following topics:

• Combination: It is crucial to provide designers with fine-
granularity control for their design while providing choices
that UI designers need to make. Optimization-based ap-
proaches can give designers more control over their design;
data-driven approaches are better at generating different
final results and suggestions. Thus, analyzing the strengths
and weaknesses of both kinds of approaches and exploring
their combination shows significant potential to advance the
topic.

• Datasets: Data-driven approaches highly depend on
datasets. Large datasets, such as the RICO dataset, have trig-
gered a stream of research on this topic. New meaningful
datasets can be the basis of future research. Given datasets,
foundation models can also bring significant opportunities
to build AI-infused applications.

• Representations: The representations of user interfaces are
essential for understanding and generating layouts. Novel
UI representations have the potential to extend the scope
of applications and surpass the limitations of existing repre-
sentations. For example, UIBERT and Screen2Vec show the

promise of UI representations. Similarly, ORC Layout repre-
sents UI layouts as a constraint system with OR-constraints
which enables new UI resize behaviors.

• Human Traces: Most existing works focused on under-
standing static user interfaces. To understand user intentions
during UI usage, analyzing dynamic human UI usage traces
is critical.

• Domain Extension: 2D interface approaches can of course
be extended to 3D. Yet, if we consume UIs in mixed reality,
how we generate user interfaces will change drastically. It is
still challenging to understand how physical objects and vir-
tual interfaces connect, and further how to optimize virtual
interfaces to adapt to user preferences and cognitive load.

Participants should follow the instruction on the website https:
//sites.google.com/nd.edu/computational-uichi23 and submit the
position papers via user.interface.workshop@gmail.com.Workshop
organizers and program committee members will review submis-
sions. We will select submissions based on quality, novelty, and
topic fit while aiming for a balance of different perspectives. Ac-
cepted papers will optionally be available on the workshop website
(with the author’s consent). At least one author of each accepted
position paper must register and attend the workshop and register
for at least one day of the conference. The workshop will use a
hybrid structure. We will broadcast the workshop live for remote
participants and make the recordings available on the website after
the workshop. The authors of each accepted position paper will
have about 8 minutes for a live (or pre-recorded) presentation of
their work followed by an additional 2-minute Q&A.

8.1 Estimated Key Dates
• Call for participation released: December 15, 2022
• Position paper submission deadline: February 23, 2023
• Notification of acceptance: March 15, 2023
• Workshop date: April 23 or April 28, 2023
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