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(a) QWERTY (b) OPTI

Fig. 1. The two investigated keyboard layouts with the Guided Evaluation Method (GEM), which highlights
all target word keys that have not been typed yet in white. In the GEM, participants first plan the typing of
the target word before starting to type. In Figure 1b, with the target word “RESPONSE,” and where the user
has typed “RESP” so far, the letter ‘R’ is no longer highlighted as it is not present in the remaining portion of
the target word. In contrast, ‘E’ is still highlighted since one more ‘E’ needs to be typed.

Any investigation of learning unfamiliar text entry systems is affected by the need to train participants on
multiple new components simultaneously, such as novel interaction techniques and layouts. The Guided
Evaluation Method (GEM) addresses this challenge by bypassing the need to learn layout-specific skills for
text entry. However, a gap remains as the GEM’s performance has not been assessed in situations where
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users are unfamiliar with the interaction technique involved, here eye-gaze-based dwell. To address this, we
trained participants on only the eye-gaze-based interaction technique over eight days with QWERTY and
then evaluated their performance on the OPTI layout with the GEM. Results showed that the unfamiliar
OPTI layout outperformed QWERTY, with QWERTY’s speed aligning with previous findings, suggesting that
interaction technique expertise significantly impacts performance outcomes. Importantly, we also identified
that for scenarios where the familiarity with the involved interaction technique(s) is the same, the GEM
analyzes the performance of keyboard layouts effectively and quickly identifies the best option.

CCS Concepts: • Human-centered computing→ Text input; Keyboards; Interaction techniques; Virtual
reality.

Additional Key Words and Phrases: Text Entry, Eye Tracking, Dwell, Soft Keyboards, OPTI, QWERTY, Virtual
Reality
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1 Introduction
Evaluating a text entry system typically means estimating how fast trained/expert users can type
using that system. The most reliable and valid approach to get to this estimate is to conduct longi-
tudinal studies, i.e., training participants over multiple days [48]. Beyond estimating trained/expert
user performance, researchers also focused on analyzing the learnability of the system, i.e., how
quickly and easily users can learn a (novel) text entry system [6, 27, 37]. Yet, prior studies con-
founded the analysis of learning of such systems by training participants on multiple aspects
simultaneously, e.g., novel/unfamiliar interaction techniques and layouts [5, 6, 37, 44].

It is well-documented in the literature that learning a novel/unfamiliar layout requires substantial
commitment and training effort [37]. Thus, while more optimal layouts can offer typing speed
advantages [61], convincing people to switch from QWERTY is challenging [48, 69]. For text
entry research, however, and as demonstrated by Mutasim et al. [48], such layout training can be
empirically simulated with the recently proposed Guided Evaluation Method (GEM) to quickly
evaluate text entry systems.

The GEM involves highlighting all the keys in a target word but also de-highlighting the keys
that have already been typed. Unlike traditional training that requires typing entire phrases, GEM
presents one word at a time and encourages participants to plan the typing sequence for each
word before they start typing (see Figure 1). As Mutasim et al. [48] showed, these combined features
allow novice users to perform at a level similar to that of trained users.
Yet, while Mutasim et al. [48] established that the GEM can estimate trained user performance

well, their findings are limited only to touchscreen-based input. Touch-based devices are quite
common in our everyday lives and we are all well accustomed to touch-based interaction techniques.
Thus it is reasonable to expect that the participants in their study (and all studies in the last 15
years) were well-trained in touch interaction. In contrast, interaction with eye gaze poses unique
challenges, e.g., jitter or inaccurate calibration [46], and the general population has little to no
experience/training with this interaction technique.

Thus, we investigate here how much interaction technique expertise, particularly for eye gaze with
dwell, influences the Guided Evaluation Method (GEM) in accurately estimating trained user text entry
performance, while still reducing the evaluation effort. In the process, we implicitly also investigate
whether the GEM approach is robust enough to be applied to unfamiliar interaction techniques.
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We conducted two user studies toward this goal, with the unfamiliar-to-our-participants eye
gaze dwell-based interaction technique. First, we compared the OPTI and QWERTY layouts with
complete novices using the GEM. Although we confirmed that OPTI outperformed QWERTY, the
typing speeds were far from previous work [40, 59]. We speculated the difference to be due to
participants’ lack of experience with the interaction technique. To verify this, we separated the
training associated with learning a new layout from that of the interaction technique. For this,
Mutasim et al. [47] first trained the participants through an 8-day traditional longitudinal study
without the GEM on a static dwell keyboard with the familiar QWERTY layout. We extended their
study [47] by asking participants to perform another session on the QWERTY keyboard on the
last/eighth day, but this time with the GEM. On the ninth day, these interaction-trained participants
were exposed to two sessions with the unfamiliar OPTI layout, i.e., with and without the GEM. The
outcomes from the single GEM session again demonstrated that OPTI significantly outperforms
QWERTY. Also, QWERTY’s performance matched previous literature [40, 59], supporting external
validity.

The results for the interaction technique training, i.e., the first eight traditional training sessions
with the QWERTY layout, had already been reported in separate work (see [47]). Specifically, they
focused on analyzing the learnability of the different components of the (static) dwell technique. In
contrast, we focus on how the interaction technique training affects the GEM. Thus, this work is
primarily based on the (GEM) sessions after the training (see Figure 3).

Our contributions here include 1) showing that interaction technique expertise is a key factor in
deriving accurate estimates of trained user text entry performance with the GEM and 2) demon-
strating that the GEM is an efficient tool to identify which text entry layout is better when the
confound of interaction technique expertise is removed.

For clarity, we also define several key terms here. Eye gaze, including head movements to support
the visual system [23], is referred to as gaze. Participants trained via a typical longitudinal study,
e.g., [40, 45], are referred to as “trained users”. For any layout, a key difference between novices and
trained users (or true experts [12]) is that trained/expert users can find keys faster, incurring much
less visual search time [38, 65]. We refer to such users as “layout-trained users”. Another difference
focuses on whether users have sufficient training with the specific interaction technique (termed
“interaction-trained users”), e.g., gaze and dwell. Finally, we call users who are both layout- and
interaction-trained “dual-trained users.”

2 Literature Review
2.1 Evaluation Methods for Text Entry Systems
Text entry studies typically train novices between 0.5-7.5 hours per participant per layout to
evaluate the performance of a text entry system/layout. Researchers conducted this training either
on the same day, e.g., [10, 13, 32, 33, 44, 77] or spread over several days within a longitudinal study,
e.g., [6, 7, 19, 27, 31, 35, 37, 40, 45, 71]. Such longitudinal studies are more externally valid as they
yield better approximations of trained user behaviors.
Yet, longitudinal studies are logistically expensive [48]. For example, in previous work [37],

participants required about 4 hours of training on an unfamiliar OPTI layout to match their
corresponding QWERTY typing speed. After 7 training hours, OPTI exhibited a speed of 44.3
words per minute (WPM) achieving better performance than QWERTY (40 WPM). Theoretical
projections suggest that OPTI (60.7 WPM) could be ∼15 WPM faster than QWERTY (44.8 WPM).
Yet, demonstrating this would require at least 17 hours of training.

To reduce the logistical challenges of a longitudinal study, researchers explored an alternative
approach that only involves participants repeatedly typing the same word(s) or phrase(s) [4, 5,
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16, 72, 77]. Yet, Mutasim et al. [48, 51] recently showed that both repeated word/phrase typing
approaches have limitations and do not estimate trained user performance well. Mathematical
models (e.g., [27, 61]) and employing a system that simulates a perfect recognizer [28] have also
been utilized in the past to estimate text entry performance.
To speed up layout learning, a significant challenge for novice users [37, 38, 65], assistance

through visual clues has also been explored [17, 39]. The GEM [48] also builds on the idea of
providing such visual clues. For touch-based systems, Mutasim et al. [48] showed that in just a few
minutes, the GEM demonstrated quite similar performance to that observed in a longitudinal study.
Thus, the GEM could be a great tool for text entry research. However, it is still an open question
whether the GEM can accurately estimate text entry performance for non-touch-based interaction,
e.g., with unfamiliar, more challenging, and/or noisy interaction techniques like eye tracking.

2.2 Gaze and Dwell Interaction Technique Training
Compared to button clicks, dwell selection is slower than other alternatives because dwell demands
users to (unnaturally) wait on the target for the entirety of the dwell time [34, 66]. Thus, to improve
the performance of dwell, researchers experimented with reducing the dwell time by adjusting it
based on various criteria [20, 25, 45, 52, 53, 56, 57, 74]. One approach explicitly lets the user decide
what dwell threshold they are comfortable with while simultaneously trying and training to reduce
their dwell time as much as possible.
Majaranta et al. [40] conducted one such (longitudinal) study, where participants adjusted the

dwell time to their preference. Eleven participants typed 15minutes per day on a QWERTY keyboard
for ten days. This training significantly improved the typing speed and dwell time from the first
(6.9 WPM and 876 ms) to the last day (19.9 WPM and 282 ms). Räihä and Ovaska [59] conducted a
longer study with 19 sessions, each 15 minutes, and allowed participants to adjust the dwell time
only during the first 10 sessions. Results from both studies aligned, with participants reaching an
average typing speed of 20 WPM and dwell times set between 240–340 ms. However, the reduced
dwell times increased the rate of inadvertent selection of non-targets, i.e., increased the Midas
Touch problem, [26], raising the keystrokes per character (KSPC) metric. KSPC rose from 1.09 to
1.18 in Majaranta et al.’s [40] study, while Räihä and Ovaska [59] reported an even higher KSPC of
about 1.25 in the final session.
The above studies investigated adjusting the dwell time in depth. Yet, no studies analyzed how

much performance can improve by training users on a static dwell-based gaze interaction system.
While Mutasim et al. [47] recently investigated this in more detail, we primarily focus here on how
much training on the interaction technique influences the ability of the GEM to derive accurate
trained user text entry performance estimates.

2.3 Gaze-Only Text Entry
Here, we briefly review text entry systems that involve only one’s (eye) gaze, i.e., which are
not multimodal. One category of gaze-only text entry is dwell-free typing. Examples include
Quikwriting (7.8 WPM) [2], pEYEwrite (13.47 WPM) [73], Context Switching QWERTY (13.42
WPM) [44], the popular Dasher (14.2 WPM) [62], and others [54, 63]. Recent research on gaze-based
text entry centers on gaze-based gesture/swipe dwell-free typing. While such systems are predicted
to reach 46 WPM [28], current gaze-only systems like Filteryedping (15.95 WPM) [55], EyeSwipe
(11.7 WPM) [30], Swipe&Switch (13.7 WPM) [31], and GlanceWriter (10.89 WPM) [8] seem to be
far from reaching that goal.

As for dwell-based approaches, the dwell time is typically set between 450–1000 ms for novices,
resulting in typing speeds between 5-10 WPM [33]. Dynamically adjusting the dwell time propor-
tional to the likelihood of a given key resulted in a speed of 13.7 WPM [45]. Using the information of
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how long it takes a user to exit a key after dwell selection, Špakov and Miniotas [74] demonstrated
12.1 WPM. Diaz-Tula and Morimoto [9] proposed a dwell-based text entry system called AugKey
that utilizes word predictions. The authors showed that AugKey was faster (16.7 WPM) while
requiring substantially (∼0.8) fewer KSPC than conventional dwell-based systems.

The focus of our work is not to come up with a better text entry system. Instead, we investigate
whether the GEM approach is robust enough to be used in non-touchscreen-based text entry studies,
i.e., irrespective of the specific interaction/pointing/selection technique. To do this, we chose dwell-
based selection alongside eye gaze pointing. Still, we note that, in principle, dwell-based input is
similar to single-finger- or stylus-based tapping input [37, 48], where the target word/phrase is
typed one letter at a time, i.e., there are no simultaneous movements as in two-hand touch typing.
While investigating the influence of interaction technique expertise on GEM, and since OPTI was
proven to be superior to QWERTY for single-tap-based input [37, 48], we also investigate whether
OPTI’s superiority holds for gaze-based input as well.

3 Guided Evaluation Method (GEM)
The GEM [48] is designed to be more resource-efficient than traditional evaluation methods,
particularly longitudinal studies. To alleviate the visual search effort of novice users when navigating
an unfamiliar keyboard [65], the GEM builds upon the concept of providing visual cues [39] and
provides a form of “guidance” to the user by highlighting all the target word letters. Highlighting
keys to be typed allows de-highlighting all keys that have been typed – as long as they do not exist
elsewhere in the target word. For example, with a target word of “RESPONSE” and when “RESP”
has already been typed, the letter ‘R’ is no longer highlighted as it does not appear elsewhere in
the remaining portion of the target word. In contrast, ‘E’ is still highlighted since one more ‘E’
needs to be typed (see Figure 1). Also, if participants make a mistake, keys are not de-highlighted
from the mistake onward. This approach aids participants in recognizing mistakes early in the
process, eliminating the need to constantly verify whether the typed and target text match. This
(de-)highlighting substantially reduces the search space while having to type only a single word at
a time also demands less memorization than phrase-based approaches.

Another important feature of the GEM is its requirement for participants to first plan the typing
pattern for each word before actually typing it. This step essentially simulates practice rounds
without actual typing. All these features combined substantially reduce layout learning effects and
thus, eliminate/reduce the need for a longitudinal study.
The GEM also requires participants to type an extra “space” on the virtual keyboard to mark

the end of the target word. To generate the target words for our studies, we randomly chose
complete phrases from MacKenzie and Soukoreff’s [36] set comprising 500 phrases with mini-
mum/maximum/average phrase lengths of 16/43/28.6 characters, respectively. However, as de-
manded by the GEM, the words in each phrase were presented in a one-word-at-a-time manner.

4 User Study 1
As shown by Mutasim et al. [48], the GEM is promisingly accurate in estimating dual-trained
user performance for touch-based text entry. However, their findings could be skewed towards
touch-based interfaces as the general population is already very familiar with touch interaction.
Yet, the same is not true for more challenging and unfamiliar interaction techniques like gaze.
Thus, we first investigate the validity of the GEM approach for the gaze-based dwell interaction
technique. To do this, we compared the performance of OPTI and QWERTY keyboard layouts with
the GEM in Virtual Reality (VR). In the process, we also investigate whether OPTI’s superiority for
stylus/touch-based input, as found in previous work [37, 48, 61], also holds for gaze-based input.
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We decided to conduct the study in a VR system, as the eye trackers in VR headsets are easy to use
and typically perform fairly well. Moreover, Rajanna and Hansen [60] showed that gaze-based text
entry is a viable input method for VR, achieving results matching several non-VR-based previous
studies [33].

4.1 Participants
12 novice participants (8 male, 4 female), aged 22.8 ± 4.71 years, took part in this study. They all
had either no visual impairments or corrected-to-normal vision. 10 of the 12 participants had nine
or more years of experience typing on a QWERTY keyboard, one 5-7, and the other had 7-9 years
of experience. None of the participants had prior experience with the OPTI keyboard or with eye
tracking. The participants were paid the equivalent of US $10.

4.2 Keyboard Designs
Following previous work [21, 44, 58, 64], we set the width and height of each key to 3°. Also, based
on pilot studies, we decided to add a gap of 1.5° between keys. This was done to avoid inadvertently
triggering neighboring keys when the eye-tracker exhibits low(er) tracking accuracy [60]. Based
on our pilots, and again following a similar procedure as previous work [60], we also set the dwell
time to 450 ms. Further, the dwell timer for each word was only started when participants hit the
spacebar of a physical keyboard placed in front of them. We did this to avoid unintended selections
of keys during the typing pattern planning phase of the task [43]. Whenever the user’s gaze cursor
came in contact with a key, that key was highlighted in blue. After the planning, i.e., when the
physical spacebar was hit, and the cursor hovered over a key, an animation showing the progress
of the dwell timer was also started [41]. When 450 ms dwell time had passed, the key was selected
and users were given confirmatory auditory and visual feedback, which highlighted the key in
green for 100 ms [70]. Continuing to dwell over the same key resulted in repeated selections every
450 ms.

Like Mutasim et al. [48], the backspace key was added at the bottom-right corner of the OPTI
layout to facilitate error correction. For QWERTY, the backspace key was placed next to the ‘M’
key, following smartphone keyboards. Participants’ task progress was shown at the top-right of
the keyboard. Both keyboards were world-fixed in VR, and their center was placed at the eye level
of the participants. Based on exploratory pilots, we put the keyboard two meters away from the
participant in the virtual environment. Figure 1 presents the design of both keyboards.

4.3 Apparatus
We ran the study on a computer with an i7-11700F processor, 32 GB RAM, and an RTX 3070
graphics card, with Unity 2019.2.14f1. We used an HTC VIVE Pro Eye VR headset with a resolution
of 2880×1600 pixels, 110° (diagonal) FOV, and 90 Hz refresh rate. The embedded Tobii eye-tracker
in the VR headset transmits data at 120 Hz. Before each condition, the eye-tracker was calibrated
using Tobii’s 5-point calibration method.

4.4 Procedure
For comparability, we followed a procedure similar to Mutasim et al. [48]. First, participants were
asked to fill out a consent form and a demographic questionnaire, which included questions
regarding their experience using OPTI and QWERTY layouts, age, and gender. Then, in a within-
subjects experimental design with one independent variable – the two keyboards – they typed
eleven phrases using both the OPTI and QWERTY layouts, presented in counterbalanced order.
For the planning phase of the GEM, we encouraged participants to take as long as needed. We
also instructed them to memorize each target word before planning/typing. Further, they were
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asked to correct any mistakes immediately when they noticed them [44]. Also, to speed up typing,
participants were advised not to look back at the (partially) typedword; instead, they were instructed
to remember what they had typed and what to type next. Participants were not given practice trials.
Instead, we regarded only the first phrase as practice and excluded it from the analysis [77]. At
the end, participants completed another short questionnaire where they shared their preferences
and provided feedback on aspects like ease of interaction, mental and physical fatigue, frustration,
and perceived precision and speed for the two keyboard layouts using 7-point Likert scales. Each
keyboard condition lasted approximately 10-12 minutes, and the entire experiment, including the
two questionnaires, took about 40 minutes.

4.5 Performance Metrics
We chose the following metrics to evaluate the performance:Words per minute (WPM), which is
the average number of words typed every minute, where a word is defined as the sequence of any
five characters [1], i.e., includes spaces and special characters. Thus, “I ATE” is considered one word,
and “THAT” is 0.8. Keystrokes per character (KSPC) represents the average number of keys
selected to (correctly) type a single character. More precisely, KSPC is the ratio of the total number
of selected keys (including backspaces) over the length of the typed text [67]. For example, if three
letters are typed (“THR”), then one is deleted (“TH”), and another letter is added (“THE”), the KSPC
is 5/3 = 1.67.Minimum String Distance Error Rate (MSD ER), where MSD is the minimum
amount of changes required – insertions, deletions, and substitutions – to convert one string to
another, i.e., from the incorrect to the correct text. Here, we use the MSD ER metric formulation by
Soukoreff and MacKenzie [68]. Planning Time is how long it takes the participant to plan the
typing pattern of a word. Simply, it is the time taken from the presentation of a word to the first
key selection for entering said word [48].

4.6 Results
We analyzed the data using dependent 𝑡-tests with 𝛼 = 0.05 in SPSS 29. We considered data normally
distributed when Skewness and Kurtosis values were within ±1.5 [18, 42]. For dependent variables
that did not have a normal/log-normal distribution, data was transformed using Aligned Rank
Transform (ART) [76]. For brevity, we detail only statistically significant results.

4.6.1 WPM, KSPC, MSD ER, and Planning Time. The average typing speed for OPTI was 12.7 ±
2.30 WPM (mean ± SD), which was significantly faster (𝑡11 = 3.37, 𝑝 < 0.01, 𝑑 = 0.97) than the 11.7
± 2.22 WPM with QWERTY (see Figure 2a). As per Figure 2b and 2c, no significant differences
were observed for KSPC (OPTI: 1.023 ± 0.060, QWERTY: 1.036 ± 0.110) and MSD ER (OPTI: 0.41 ±
1.18%, QWERTY: 0.34 ± 1.23%). The average planning time with OPTI (22.9 ± 9.31 seconds) was
significantly longer (𝑡11 = 2.07, 𝑝 < 0.05, 𝑑 = 0.60) than with QWERTY (20.0 ± 8.95 seconds; see
Figure 2d).

4.6.2 Subjective Measures. 7 of 12 participants preferred QWERTY, 3 chose OPTI, while 2 partici-
pants mentioned both were the same. Participants who preferred QWERTY mentioned “I am used
to it”, “easier”, and “Easier to plan”. Example reasons for the choice of OPTI were “the letters [were]
closer and easier to find with my peripheral vision”, “Because of the positioning of the letters, it was
easier to reach most of the letters”, and “The buttons were close together and eye-tracking accuracy was
[perceived to be] better. Thus, [it] felt faster and easier.” Participants who did not have a preference
stated that “both showed the same performance” and “the difference between my performance in
each keyboard was very minor.” When asked about the ease of interaction, frustration, mental and
physical fatigue, and perceived speed and precision on a 7-point Likert scale (with 7 signifying
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(a) (b) (c) (d)

Fig. 2. Study 1 results for (a) words per minute (WPM), (b) keystrokes per character (KSPC), (c) Minimum
String Distance Error Rate (MSD ER), and (d) Planning Time for OPTI and QWERTY. Significance levels are
shown as *** for 𝑝 < 0.001, ** for 𝑝 < 0.01, and * for 𝑝 < 0.05. The error bars show the standard error of
means.

the highest preference), participants consistently rated OPTI lower than QWERTY for all these
subjective measures. However, none of these differences were significant.

4.7 Study 1 Discussion
In Study 1, we investigated whether the GEM can estimate trained user performance for text entry
methods that use an unfamiliar interaction technique like gaze-based dwell. Thus, we compared
OPTI and QWERTY with the GEM here and found OPTI significantly outperforms QWERTY
(see Figures 2a-2c).

At about 12 WPM, our participants typed slightly faster with the QWERTY layout than the
previously reported speed of 5-10 WPM on dwell-based QWERTY keyboards [33]. We attribute
this difference to the GEM tasking participants to type one word at a time, which requires less
effort and memory, compared to the traditional approach of typing whole phrases. Comparing our
results with Majaranta et al.’s [40] work is not straightforward, as they did not report the exact
values of dwell time and typing speed found in each session. Thus, we reverse-engineered the data
from their figures and observed that participants set their average dwell time slightly lower than
450 ms in the third session, which yielded about 13.5 WPM. Our results for the QWERTY keyboard
with a 450 ms dwell time of 11.7 WPM are thus potentially somewhat different compared to the
speed reported by Majaranta et al. [40].
We further calculated an estimated typing speed based on the results of Majaranta et al. [40],

i.e., a dwell time of 282 ms and an additional 1.18 KSPC. We did this by subtracting the dwell time
difference from the total selection time of each key press and multiplying it by 1.18. With that
computation, we predict an average typing speed of 15.8 ± 4.57 WPM and 14.2 ± 4.25 WPM for
OPTI and QWERTY, respectively. This estimate of a trained user typing speed on QWERTY (14.2
WPM) still differs substantially from the 20 WPM reported previously [40, 59]. We believe the
reason for this difference is that, based on our definitions, participants of previous studies [40, 59]
were dual-trained users. In other words, and compared to interaction-trained users, our novice
participants struggled, e.g., to adapt to the continuous gaze cursor jitter [24] and/or eye-tracker
accuracy limitations [49, 50].
As for our results for the subjective measures, and although participants typed faster with the

OPTI layout, a larger number of participants preferred QWERTY over OPTI (7 out of 12). As

Proc. ACM Hum.-Comput. Interact., Vol. 9, No. 3, Article ETRA17. Publication date: May 2025.



Eye Gaze Interaction Technique Expertise and the Guided Evaluation Method for Text Entry Evaluations ETRA17:9

mentioned by the participants, this is because they are used to QWERTY, and thus, it was easier
for them to plan the typing pattern. This is also evident in the significantly shorter planning time
results for QWERTY (Figure 2d) and matches the findings of Mutasim et al. [48] that increased
planning time corresponds directly to increased effort. These results also suggest that the planning
time should get shorter as layout familiarity improves over time. However, future work is required
to verify this.

5 User Study 2
In Study 1, we speculated that participants’ lack of interaction technique expertise is the main
cause for the performance difference between our results and those of previous studies [40, 59].
Thus, to better understand the influence of gaze-based dwell selection in isolation, participants
were first trained to use dwell interaction on a layout very familiar to them, i.e., only QWERTY,
and without the Guided Evaluation Method (GEM) in work we build directly upon [47]. We then
extended Mutasim et al.’s study [47] by exposing these interaction-trained users to the GEM, one
session each with OPTI and QWERTY (see Figure 3).

5.1 Participants
A different set of 9 novice participants (3 females), aged 28.2 ± 4.99 years, took part in this longi-
tudinal study. They all had no visual impairments or corrected-to-normal vision, over 9 years of
average experience typing on a QWERTY keyboard, and no prior experience with eye tracking and
OPTI. In total, they were paid US $60 for the study.

5.2 Keyboard Designs
We used the same QWERTY keyboard design as Study 1 and kept the dwell time static at 450 ms
throughout the experiment. This choice enabled us to compare with the results of Study 1 directly.
Still, we made two changes to the screen and functionality for these traditional training sessions,
i.e., sessions without the GEM. First, we replaced the task progress in the top-right corner with
their achieved typing speed in the last typed phrase. The intention was to gamify the task and
encourage participants to aim to try to match or potentially even beat their “score” every time
(i.e., every phrase/session). The other change was that we did not enable the use of the physical
spacebar for the non-GEM training sessions, as a traditional evaluation method does not require an
explicit planning phase.

5.3 Apparatus
A Unity 2021.3.24f1 and Meta Quest Pro VR headset-capable computer with an i7-12700H processor,
16 GB RAM, and an RTX 4060 graphics card, was used. This VR headset has a resolution of
1800×1920 pixels per eye, 95.57° (diagonal) FOV, and a 90 Hz refresh rate. Meta’s built-in method
was used to calibrate the 30 Hz eye tracker before every session. Moreover, we used the headset
in wireless mode for more flexible data collection options (also reducing the potential for cable
failures), ensuring a consistent hardware setup throughout the 9-day study.

5.4 Procedure
InMutasim et al.’s work [47], participants initially signed a consent form and filled out a demographic
questionnaire, where they answered questions regarding their age, gender, and experience using
the QWERTY layout. Then participants performed their first 15-minute session of traditional text
entry training with complete phrases chosen randomly from the set of MacKenzie and Soukoreff
[36]. This 15-minute traditional training continued for seven more sessions. For this, participants
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Fig. 3. Longitudinal study experiment procedure design used in Study 2.

came to the lab on eight separate days, within a window of 12 days and a gap of up to two days
between sessions, to account for weekends.
We extended Mutasim et al.’s study [47], by asking the same participants to perform a GEM

session on the QWERTY layout following a 5-minute break after completing the last traditional
session on the eighth day (see Figure 3).
Subsequently, all participants came to the lab on the following day, i.e., the ninth. This time,

they performed a GEM session on the unfamiliar OPTI layout followed by a single 15-minute
traditional session with a 5-minute break in between. Since the GEM is intended to be used with
novice users, we intentionally did not counterbalance the order of the two evaluation methods. We
did this to ensure no layout learning effects were carried forward when using the GEM. A graphical
representation of the experimental procedure design is presented in Figure 3.
For the traditional sessions, if the participants were in the middle of typing a phrase when the

15-minute timer expired, the software ended the session only upon completion of that phrase.
Participants ended every phrase by typing an extra “space” after the end of the last word. Everything
else remained the same as in Study 1: typing eleven phrases but discarding the first phrase from
the analysis on the GEM sessions, correcting mistakes immediately and only within the current
word, and being discouraged from visually matching the typed and target text.

5.5 Experimental Design and Performance Metrics
To analyze the effects of training on GEM, we only compare here the last traditional and GEM sessions
of both OPTI and QWERTY. More specifically, we analyze the effect of the two EvaluationMethods,
i.e., traditional and GEM, on the two Keyboards, OPTI and QWERTY, in a 2 × 2 within-subjects
design. As dependent variables, we again used words per minute (WPM), keystrokes per character
(KSPC), Minimum String Distance Error Rate (MSD ER), and Planning Time.

5.6 Results
The data was analyzed using repeated measures (RM) ANOVA with 𝛼 = 0.05 in SPSS 29. Tests for
normality and transformations of the data following the failure of normality were done using the
same procedure as in Study 1. Huynh-Feldt correction was applied upon violation of Mauchly’s
sphericity test, where 𝜖 < 0.75. Post-hoc analyses were conducted using the Bonferroni method.
Only statistically significant results are reported here.

5.6.1 WPM. The average typing speed for QWERTY in the traditional training sessions started at
11.6 ± 1.77 WPM in session 1 and reached 14.8 ± 1.63 WPM in session 8. A more detailed analysis of
the performance in the 8 traditional sessions is presented in a separate work (see [47]). In session 9,
and after this QWERTY training, participants typed at 15.0 ± 1.73 WPMwith the GEM on QWERTY.
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(a) (b)

(c) (d)

Fig. 4. Study 2 results for (a) words per minute (WPM), (b) keystrokes per character (KSPC), (c) Minimum
String Distance Error Rate (MSD ER), and (d) Planning Time for the GEM and Traditional Evaluation Methods
and OPTI and QWERTY Keyboards. Significance levels are shown as *** for 𝑝 < 0.001, ** for 𝑝 < 0.01, and *
for 𝑝 < 0.05. The error bars show the standard error of means.

In session 10, participants could type 15.7 ± 1.54 WPM with the OPTI layout with the GEM, and in
session 11, 10.2 ± 1.51 WPM with the traditional approach (without the GEM).
The two-way RM ANOVA results for the analysis across the two Evaluation Methods and Key-

boards are presented in Table 1 and Figure 4a. For traditional training, participants typed significantly
faster with QWERTY (session 8) than with OPTI (session 11). Yet, with the GEM, i.e., sessions 9 and
10, OPTI significantly outperformed QWERTY. Moreover, GEM-OPTI (session 10) exhibited
significantly faster speeds than traditional-OPTI (session 11).

5.6.2 KSPC and MSD ER. The results for KSPC and MSD ER are presented in Figures 4b and 4c.
For QWERTY, participants’ average KSPCs in the first and last sessions with traditional training,
i.e., sessions 1 and 8, were 1.043 ± 0.082 and 1.013 ± 0.045, respectively [47]. With the GEM, the
average KSPC was 1.007 ± 0.026 in the 9th session. For the MSD ER and traditional training, the
averages for the first and last sessions were 1.32 ± 3.30% and 0.32 ± 1.14%, respectively [47]. For
the GEM, the average MSD ER was 0.50 ± 1.91% in session 9, i.e., after the training.
For OPTI, the average KSPC was 1.003 ± 0.016 with the GEM (session 10) and 1.038 ± 0.073

without it (session 11). 0.21 ± 0.88% and 1.32 ± 3.81% were the average MSD ER for the GEM and
traditional approaches, respectively.
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Table 1. RM ANOVA results for the two Evaluation Methods and Keyboards, with significant results in bold.

Evaluation Method Keyboard
Evaluation Method

×
Keyboard

WPM 𝑭1,8 = 93.1, 𝒑 < 0.001,
𝜼2 = 0.921

𝑭1,8 = 23.8, 𝒑 < 0.001,
𝜼2 = 0.748

𝑭1,8 = 78.4, 𝒑 < 0.001,
𝜼2 = 0.907

KSPC 𝑭1,8 = 26.0, 𝒑 < 0.001,
𝜼2 = 0.891

𝐹1,8 = 0.40, 𝑛.𝑠.,
𝜂2 = 0.048

𝑭1,8 = 7.43, 𝒑 < 0.05,
𝜼2 = 0.481

MSD ER 𝑭1,8 = 6.83, 𝒑 < 0.05,
𝜼2 = 0.460

𝐹1,8 = 4.08, 𝑛.𝑠.,
𝜂2 = 0.338

𝑭1,8 = 14.0, 𝒑 < 0.01,
𝜼2 = 0.636

Planning Time 𝑭1,8 = 15.1, 𝒑 < 0.01,
𝜼2 = 0.653

𝑭1,8 = 8.07, 𝒑 < 0.05,
𝜼2 = 0.502

𝑭1,8 = 8.35, 𝒑 < 0.05,
𝜼2 = 0.511

We did not observe significant differences across the layouts for KSPC. However, significant
differences were observed within layouts, with the traditional evaluation approach requiring
more KSPC than GEM for both OPTI and QWERTY. As for MSD ER, traditional-OPTI exhibited
significantly higher MSD ER than GEM-OPTI and traditional-QWERTY.

5.6.3 Planning Time. Both GEM sessions required significantly longer planning time compared to
their traditional counterparts. Like Study 1, participants again needed significantly more time to
plan with GEM-OPTI than GEM-QWERTY (see Figure 4d).

5.7 Study 2 Discussion
In this study, we investigated the influence of the gaze-based dwell interaction technique expertise
on the GEM with Mutasim et al.’s [47] participants who were first trained only on the interaction
technique itself and using the familiar QWERTY layout without the GEM, i.e., following the
traditional training approach of typing different phrases. Subsequently, we extended Mutasim et
al.’s study [47] by asking the same participants to perform single GEM sessions with both QWERTY
and the unfamiliar OPTI layout. At the end, participants also performed one more traditional
session with the OPTI layout.
Through the GEM, we again found OPTI (15.7 WPM) to significantly outperform QW-

ERTY (15.0 WPM) after participants had trained with the gaze-based dwell interaction technique.
This performance, however, came at the cost of higher planning time for OPTI (see Figure 4d)
matching the findings of Mutasim et al. [48] and Study 1.
To be able to compare our results with the findings of previous work [40, 59] and similar to

Study 1, we again calculated an estimated typing speed based on a dwell time of 282 ms and an
additional 1.18 KSPC. This computation predicted an average typing speed of 21.3 ± 3.95 WPM
for OPTI with the GEM, an average last-QWERTY-day typing speed of 19.5 ± 3.17 WPM for the
traditional approach, and 19.9 WPM ± 3.56 WPM for QWERTY with the GEM. The predicted results
for QWERTY are very close to the 20 WPM reported by previous work [40, 59], suggesting that
our findings match real-world outcomes. These predictions suggest that the GEM does not directly
help users learn to use an interaction technique (nor that the GEM accounts for the corresponding
effects), thus presenting a very likely explanation for the difference between our Study 1 results
and those of previous work [40, 59].

However, contrary to the findings of Majaranta et al. [40], our observation of 1.007 KSPC did not
come close to the 1.18 KSPC reported previously. We believe the reason for this is that previous
work [40, 59] allowed their participants to adjust, or more specifically, reduce the dwell time, which
in turn increased the unintentional activation of non-targets, a.k.a. the Midas Touch problem [26].
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In contrast, we stayed with a static dwell time of 450 ms for eight days. Thus, the 450 ms dwell time,
which we deemed suitable for novice users, was eventually mastered by our interaction-trained
users as time progressed, leading to a very small KSPC of 1.007.

Our results also revealed that with the GEM, participants could indeed exhibit significantly better
performance for the unfamiliar OPTI layout in terms of increased typing speed, lower KSPC, and
fewer errors (see Figures 4a-4c), compared to the traditional approach with the same layout. Note
that GEM outperformed the traditional approach even though we did not counterbalance the two
conditions, and our sequencing (intentionally) introduced a learning bias against the GEM. Still,
our results show that with the GEM, our interaction-trained but layout-novice users performed
to some extent like layout- and therefore dual-trained users. However, the same was not true for
QWERTY, i.e., no significant differences were found between the GEM and traditional sessions
on the eighth day, except for KSPC (see Figure 4b). In our pilots, we also found no significant
differences between the GEM and the traditional approach for QWERTY with interaction-novice
users. Moreover, QWERTY’s 11.7 ± 2.22 WPM with the GEM in Study 1 is very similar to the speed
of 11.6 ± 1.77 WPM in the first traditional session of Study 2. This suggests that the GEM approach
does not affect participants’ (years of) experience with a familiar layout much [48].
GEM-OPTI (15.7 WPM) also demonstrated a 54% increase in typing speed compared to GEM-

traditional (10.2WPM). This finding is in some contrast to Grüneis et al.’s [17] results for touchscreen-
based text entry, which reported only a 36% increase in typing speed with visual clues compared to
no clues. We believe the reason for this difference, other than the difference in layout and visual
clues, is that the GEM requires participants to plan to type the word before entering it, which is an
implicit behavior typical for trained/expert users [48].

6 General Discussion and Future Work
In this paper, we investigated the influence of gaze-based dwell interaction expertise and the Guided
Evaluation Method (GEM) on text entry performance evaluations. Results from our user studies
revealed that the GEM can mitigate the effects of layout learning by simulating the typing behavior
of a layout-trained user. However, the GEM is strongly influenced by interaction technique expertise
when aiming to derive accurate estimates of dual-trained user performance. Yet, according to our
findings from Studies 1 and 2, when participants’ familiarity with the interaction technique
is similar across conditions, the GEM is powerful enough to identify in a single 11-phrase
session whether one text entry system/layout is better than another. Thus, we believe that
the similarities of our findings across both studies strengthen the arguments for the validity and
generality of the GEM. This convinces us that the GEM has strong potential to reduce the need for
longitudinal studies in (gaze-based) text entry research. Moreover, due to the existence of the GEM,
researchers can now focus directly on training users with an interaction technique over multiple
sessions (e.g., touch, dwell, saccades, hand-tracking, or pinch), without simultaneously focusing on
layout learning.
Still, as per Figures 2d and 4d, GEM’s good performance as an evaluation method comes at the

cost of increased planning time and, therefore, higher cognitive effort. Yet, unlike previous work
(e.g., [11, 19, 44, 72]), we were able to demonstrate in both studies that an unfamiliar keyboard
layout, i.e., OPTI, was able to outperform QWERTY with absolute layout-novices in a
single 11-phrase session with the GEM. This outweighs the cost of longer planning since the
other viable alternative is the traditional approach, which inevitably demands a longitudinal study,
e.g., [37]. However, it is yet to be investigated exactly which component(s) of the GEM – typing
a word, planning before typing, and de-highlighting keys – contribute to making the GEM so
effective that it enabled us to easily demonstrate in a single session that OPTI can “beat” QWERTY.
Nonetheless, we reemphasize that for GEM to correctly identify how an unfamiliar layout performs
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relative to a known one (typically QWERTY), the confounding factor of the interaction technique
expertise must be well-controlled in experiments, i.e., interaction expertise should be somewhat similar
across conditions.
The observed improvement in typing speed with the OPTI layout relative to QWERTY in both

Studies 1 (OPTI: 12.7 WPM, QWERTY: 11.7 WPM) and 2 (OPTI: 15.7 WPM, QWERTY: 15.0 WPM),
although significantly different, was not that high in absolute terms. Even the predicted speeds of
21.3WPM for OPTI and 19.9WPM for QWERTY with 282 ms dwell time are, relatively speaking, not
a big improvement. Although both the OPTI and QWERTY layouts outperformed Swipe&Switch’s
13.7 WPM [31] and CS QWERTY’s 13.4 WPM [44], we encourage future research to use the GEM
to explore other, theoretically more optimal, layouts [61].

Still, we caution that our typing speed estimates also match the prediction made by Kristensson
and Vertanen [28], who identified that 20 WPM could be the maximum reachable on a dwell
QWERTY layout. We see swipe typing (e.g., [13, 78]), which is predicted to perform better than
tapping for touch-based text entry [61], to be a better direction for further work in gaze-based
text entry systems. Gaze-based swipe typing can potentially reach 46 WPM on a QWERTY layout
[28]. Thus, we recommend that, with training users first on the interaction technique over multiple
sessions, future studies use the GEM to investigate gaze-based swipe typing on better layouts, e.g.,
[61]. This approach will potentially yield better estimates of dual-trained performance and, answer
whether an unfamiliar layout is worth learning [48].

Another area to explore is the applicability and effectiveness of the GEM on dynamic keyboard
layouts. A challenge in adapting the GEM to dynamic layouts like Dasher [75] would be the design
and implementation of the planning phase. One solution could be to reveal all the correct depth
layers of Dasher side-by-side by default for each word, and for participants to plan/practice with
this exposed layout until they feel ready. For layouts like SliceType [3] that changes in place by
dynamically increasing the size of the most probable keys after each key press, GEM could highlight
a larger area, i.e., beyond the size of the key, to depict that more area will be eventually assigned to
this key, thus leveraging flexible and (somewhat) realistic planning. As for systems that support
auto-completion via word predictions, e.g., [9], highlighting keys can be limited to only those letters
that need to be typed before the system correctly predicts the target. Similarly, the target word in
the list of predictions could also be highlighted beforehand, i.e., from the planning phase.

As for the societal risks of our work, we do not foresee significant risks beyond minor headaches
and eye fatigue from extended VR headset and eye tracker use. In other words, the potential risks
are minimal. The ethics committee of our organization also approved both studies on such grounds.

7 Limitations
Although our interaction-trained OPTI-layout-novice users performed similarly to dual-trained
users, it is unknown what level of traditional training is required to reach that performance. More
studies are also needed to explore how a diverse participant pool, e.g., different types of interaction-
trained users who did not only train on a specific text entry system, would affect the outcome of a
GEM-based evaluation with different layouts and interaction techniques.

We acknowledge that using a gaze cursor instead of highlighting the gazed-upon key may have
limited our results [14, 15]. We also recognize that the 11-phrase GEM sessions required participants
to type fewer phrases than the 15-minute traditional sessions. We used only eleven phrases for the
GEM as we wanted to keep the sessions short while also keeping confounds due to a limited variety
of phrases, e.g., in terms of length and character sequence, at its minimum. This approach still
maintains comparability with the literature, as several studies defined a single session to comprise
even fewer phrases, e.g., five [22, 29, 44]. Also, we do not believe that this approach significantly
affected the results, as our findings are consistent across our and previous studies, e.g., [40, 59].
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Also, although the learning bias in Study 2 was effectively against the GEM for the OPTI layout,
the order of OPTI and QWERTY was not counterbalanced. While an extra day’s training with the
interaction technique was carried forward on the ninth day, i.e., the OPTI day, this should not affect
the results substantially. As shown in other work [47], the performance in sessions 6-8 in Study 2
already stopped showing significant improvements. Moreover, our Study 2 results were similar to
that of Study 1. Finally, while participants were trained on the gaze dwell interaction technique,
analyzing the learnability of the interaction technique was not the focus of this work. Thus, these
findings were reported in a separate work [47].

8 Conclusion
In this paper, we evaluated the robustness of a recently proposed evaluation method, the GEM,
in terms of its applicability to an unfamiliar interaction technique – eye gaze dwell. Results from
our user studies revealed that the GEM can mitigate the effects of layout learning by simulating
the typing behavior of a layout-trained user very well. However, interaction technique expertise
heavily influenced accurate estimates of dual-trained (i.e., both layout- and interaction-trained)
user performance. Still, when the level of interaction technique expertise was similar, the GEM was
effective in identifying in a very short period, specifically the time required to type eleven phrases,
whether one text entry system/layout is better than the other, even if one of the layouts is very
well-known to participants (e.g., QWERTY). This feature of the GEM greatly reduces the need for
longitudinal studies, and thus, this approach offers great potential for text entry research.
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