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Abstract

Existing commercial technologies do not adequately meet
the tracking requirements for fully-enclosed VR displays. We
present the Hedgehog which overcomes several limitations
imposed by existing sensors and tracking technology. The
tracking system robustly and reliably estimates the 6DOF
pose of the device with high accuracy and a reasonable up-
date rate. The system is composed of several cameras view-
ing the display walls and an arrangement of laser diodes se-
cured to the user. The light emitted from the lasers projects
onto the display walls and the 2D centroids of the projections
are tracked to estimate the 6DOF pose of the device. The
system is able to handle ambiguous laser projection configu-
rations, static and dynamic occlusions of the lasers, and in-
corporates an intelligent laser activation control mechanism
that determines which lasers are most likely to improve the
pose estimate. The Hedgehog is also capable of performing
autocalibration of the necessary camera parameters through
the use of the SCAAT algorithm. A preliminary evaluation
of the accuracy reveals the system to have an angular reso-
lution of 0.01 degrees RMS and a position resolution of 0.2
mm RMS.

1 Introduction

Spatially immersive displays (SIDs) have recently become
popular for scientific visualization, training, entertainment
and VR research. These types of displays provide a way
to fully immerse the user into the virtual world allowing
them to be more accurate and productive at the given task.
In order to create a compelling visual world, the VR dis-
play must produce correct visual cues (perspective, parallax,
stereo). If any of these cues are incorrect then the user may
not feel ‘present’ [21] in the virtual environment. This can
have catastrophic effects if the user is being trained for a
real-world task such as helicopter landing.

These visual cues are highly dependent upon the position
and orientation (pose) of the user’s head, hence it is abso-
lutely necessary to have a system that can accurately and ro-
bustly track head pose. If the head pose is estimated poorly,
the user is more likely to experience discomfort (headaches,
nausea, disorientation; symptoms collectively known as cy-
bersickness [20]).

In non-fully-enclosed displays, it is trivial to use existing
commercial head tracking systems since the tracking equip-
ment can be positioned in such a way that it does not inter-
fere with the user’s view of the scene (i.e. behind the user).
Such an approach is not possible in a fully-enclosed spatially
immersive display.
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Tracking a user within fully-enclosed SID’s such as COS-
MOS [29, 8], HyPi-6 [13, 22], PDC VR-CUBE [3], C6 [15],
ALICE [25], and IVY [24] is a more complex task than typ-
ical single wall displays. The user is confined in a fully-
enclosed volume and there is no acceptable location for vis-
ible tracking equipment as it interferes with the desired im-
mersive experience, effectively removing the user from the
virtual world.

1.1 Commercial Tracking Systems

The most popular tracking technology used in existing fully-
enclosed displays is electromagnetic technology, such as As-
cension Technologies’ MotionStar Wireless r© tracking sys-
tem. It is known that electromagnetic tracking systems be-
have poorly in the presence of metallic objects [18, 19]; ac-
curacy and signal strength degrades with distance from the
base emitter. This precludes the use of this type of technol-
ogy in IVY (the display we intend to use, Figure 1) which
contains enough metallic material in its frame to render elec-
tromagnetic trackers useless.

Commercial optical tracking systems, such as the
HiBall r©[28] from UNC and available through 3rdTechTM

work on principles that cannot be easily adapted for use in
the aforementioned displays. The HiBall is an inside-out
optical tracking system; photodiodes are placed on the user
and infrared LEDs are positioned on the ceiling of the track-
ing volume. The photodiodes track the LEDs and a single
LED measurement is used to update the estimated pose of
the device. At the heart of the HiBall is the SCAAT [26]
tracking method implemented in the extended Kalman filter
[27] framework. The HiBall requires that tiles with LEDs
be placed in the tracking volume, thus it is not possible to
employ the HiBall in fully-enclosed SIDs.

Acoustic tracking systems, such as the IS-900 [14] mo-
tion tracking system from Intersense, rely on time-of-flight
of ultrasonic chirps to determine the pose of the user. Unfor-
tunately the ultrasonic chirps are absorbed by diffuse fabric
projection screen material precluding this technology from
working within a fully-enclosed display with fabric screens.
Both the sensors and emitters would be required to be placed
within the display volume.

Although various commercial tracking technologies have
been tried in spatially immersive displays, no single tracking
device exists that constitutes a completely effective tracking
technology for fully-enclosed CAVETM-like [2] displays.

1.2 Research Laboratory Tracking Systems

Very few non-commercial tracking systems, typically devel-
oped in university research labs, exist. Of these, the most
notable were designed with Augmented Reality applications
in mind [30, 5, 23, 7]. These technologies are not directly
applicable to fully-enclosed spatially immersive displays due
to the inherent sensor limitations.



Tracking systems developed for AR are mainly categorized
into being either marker-based or LED-based. Marker-based
systems require that visual markers, or fiducials, be placed
within the tracking volume. Cameras attached to the user
visually track the markers and use either the known geom-
etry of multiple markers to estimate the pose, or the pose
is inferred by the marker itself. These types of systems are
known to decrease their accuracy when viewing the mark-
ers at oblique angles. A similar problem is present with
LED-based systems. The LEDs emit light in a non-uniform
manner, thus when viewed from oblique angles they become
more difficult to detect. These tracking methods are not
applicable for fully-enclosed displays since the markers or
LEDs would need to be placed between the user and the
display (you cannot place markers within the display).

The most effective method to date is a hybrid optical-
inertial tracking system previously developed by one of the
co-authors in this paper and is discussed in [11, 12]. The
inertial system is comprised of a commercially available
InertiaCube2TM from Intersense which provides the sys-
tem with fast relative motion information. The secondary
“outside-in” optical system utilizes a set of cameras outside
of the display viewing the screens. An arrangement of laser
diodes in a known geometry is attached to the user and the
projections of the lasers are tracked within each image. The
absolute pose is directly computed from the laser projections
using geometric constraints and the system is able to pro-
vide very accurate pose at a low update rate of 15fps due to
limitations of the imaging system.

This optical approach requires that all laser spots be vis-
ible by the cameras in each frame. Since there are places
where the lasers cannot be seen by the cameras (i.e. corners
of the display), this is the major limitation of the system.
When all lasers are not available the pose cannot be com-
puted and the head-tracker must be re-initialized.

1.3 Motivation

The lack of commercial tracking technology that exists for
fully-enclosed displays stimulates the development of a novel
tracking system. Several issues must be addressed when de-
veloping a new tracking technology [4]. The system must

• work in a fully-enclosed display environment

• be easy to construct from low cost components

• track reliably in the presence of noise

• be easy to calibrate

• track robustly in the presence of occlusions

• have a high accuracy, low latency, and reliable update
rate

1.4 Contributions

We introduce the Hedgehog which overcomes several lim-
itations imposed by the previously discussed optical ap-
proach. A novel tracking hardware device has been devel-
oped comprised of multiple (more than the minimum of 3)
laser diodes. As before, the lasers are tracked visually on
each of the display walls. In order to disambiguate and reli-
ably label the laser projections, the diodes’ activation state
is changed periodically. This is synchronized with the image
capture enabling the algorithm to determine exactly which
laser produced the currently tracked projection in the image.

Figure 1: IVY: The Immersive Visual environment at York. IVY is
shown here with the rear (entry) wall removed in order to show the
structure of the device more clearly.

By examining the maximum angular velocity and accelera-
tion that a user can actually induce by moving their head,
we are able to maximize the number of lasers that can be
reliably and robustly identified. The lasers are intelligently
controlled on a per frame basis increasing the update rate
of the tracker to an appropriate level for a VR system. By
fully utilizing the SCAAT framework, the camera parame-
ters required for the laser projection can also be optimized
online increasing the accuracy of the tracking system.

Our system successfully addresses the above concerns for
tracking systems since the Hedgehog

• works in a fully-enclosed display environment

• is relatively easy to construct and contains inexpensive
materials

• performs automatic online calibration of projection pa-
rameters

• is able to track reliably in the presence of noise

• has an intelligent laser activation control that is robust
in the presence of static and dynamic occlusions

• provides a high accuracy, low latency, and reasonable
update rate for a VR tracking system

2 Tracking Approach

The basic approach for tracking within a fully-enclosed dis-
play (see Figure 2 for an illustration and [11] for more infor-
mation) is to use the projective surfaces outside of the view
of the user to estimate and track their head pose within the
environment. A fixed arrangement of low power laser diodes
is attached to a helmet worn by the user. Using lasers al-
lows us to extend the line-of-sight to the user from outside
of the display making it possible to indirectly observe the
user’s motion. Cameras are positioned behind each screen
of the display viewing the projection surface. The projec-
tions of the laser beams are visually tracked as they strike the
projective surfaces. We exploit the known geometry of the
lasers, and using the 2D measurements of each laser projec-
tion we apply each measurement as a constraint that unique
determines the pose of the device. By securing the device to
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Figure 2: Optical Tracking Approach. The user wears many low
power laser diodes whose projections on each screen surface are
tracked via cameras outside of the display. The head pose is de-
termined from these projections alone.

a helmet worn by the user, the device becomes a practical
head-tracker. Intelligently controlling the activation state
(on or off) of each individual laser diode allows the track-
ing system to easily identify which diode is being tracked
in each frame simplifying the computational requirements of
the algorithm.

Various configurations of laser diodes could be used to lo-
calize the user. In the previous approach discussed in [11],
a simple arrangement of four laser diodes was used. This
provides a simple technique for computing the pose of the
device, however it requires that all laser projections be visi-
ble by the camera system at each update. Thus, the system
cannot handle occlusions (when lasers shine into corners or
are occluded by an object within the physical space, e.g. the
arm of a user).

The Hedgehog has been designed to overcome the limita-
tions of the four laser geometry by placing redundant lasers
on the user. This allows a larger range of motion to be
tracked by utilizing all of the lasers in an intelligent manner.
Since the Hedgehog contains more than four lasers, it can
function in more extreme conditions within the display than
the previous method. The redundancy of the lasers also al-
lows the system to achieve a higher accuracy. Each laser
contributes to the overall pose of the device through the use
of a state estimation scheme.

2.1 State estimation and intelligent laser control

State estimation is typically performed through the usage of
a recursive filtering scheme such as the Kalman filter [17].
Many variations on the Kalman filter have been proposed
to accomodate different motion models. The most widely
used variation being the extended Kalman filter [27, 9], the
iterated Kalman filter [1], and the unscented Kalman filter
[16]. These types of filtering schemes normally assume that
all measurements that come from a particular sensor are
taken simulateneously. This is never the case with today’s
electronics and computers. Digitization takes some amount
of time, thus if several sensors must be polled or digitized
for a particular measurement then each sensor will be mea-
sured sequentially. This is not normally a problem if the
measured motion is small between successive measurements
or if the tracked object is stationary, however it becomes an
issue when the tracked object is moving significantly. In this
scenario, the measurements might not accurately reflect the
motion of the object. The SCAAT [26] method allows partial
measurements to update the state estimate. This improves

the robustness of the system and increases its temporal re-
sponsiveness. SCAAT can be applied to various types of
state estimation filtering schemes, however in this paper we
chose to employ the SCAAT algorithm in the form of an
extended Kalman filter. We decided to use SCAAT for the
Hedgehog simply because we have a definite mapping of a
source and sensor pair, i.e. single laser diode and a single
camera constitute a sensing pair.

Using a control mechanism for selecting the visible laser
diodes allows the system to identify and account for occlu-
sions in the display volume. Both static occlusions (corners
of the display, or improper camera placement) and dynamic
occlusions (user raising their arm in front of several laser
diodes) can be accounted for. Using a predictive state es-
timation filter allows the algorithm to predict where each
laser will shine in the next frame. By modeling the areas
which are not visible in each camera sensor, we estimate the
optimal set of lasers that should be activated to view the
maximal number of lasers. Since the lasers are labelled cor-
rectly, we are able to determine the visibility of each laser
as it is activated. If the measurement is updated, then we
give more credibility to that laser diode and less credibility
to diodes that have not been seen in many measurement up-
dates. This allows the system to detect areas which contain
occlusions. Thus, we can activate only the lasers that should
not shine into the occlusion barriers. This novel idea has not
yet been employed in an optical tracking system.

3 The SCAAT Filter

The single-constraint-at-a-time (SCAAT [26]) approach to
state and parameter estimation is employed to enable mea-
surements from a locally unobservable system to estimate a
globally observable system. Applying this method to an ex-
tended Kalman filter [27, 9], it is possible to update the state
of a system using a single sensor/source measurement. The
main idea of the SCAAT filter is that each measurement
contains some information about the state of the system.
By predicting what the observation should be, the error be-
tween the actual observation and the predicted measurement
can be computed. The error is used to compute the Kalman
gain which updates the predicted state and covariance of the
filter.

Another key notion used in the SCAAT method is the idea
of separating the sensor parameters from the source param-
eters. The isolation of the measurements from each type of
sensor allows an elegant method to perform autocalibration
online.

The SCAAT filter as presented in [26] begins by estimat-
ing a state with a position vector (~p), velocity vector (~v),
incremental orientation angles (φ, θ, γ), and their derivatives

(φ̇, θ̇, γ̇) and is denoted as

x̂ =
ˆ

~p ~v φ θ γ φ̇ θ̇ γ̇
˜

(1)

An external quaternion is maintained after each update
step using the incremental orientation angles denoted by

q̂ =
ˆ

qw qx qy qz

˜
(2)

The filter first performs a time update step using a lin-
ear process model (Aδt) to predict the state (x̂−) using the
current δt between measurements. The covariance matrix is
also predicted (P−) with the process model and the process
noise estimate (Qδt) is applied. The time update equations



are

x̂
− = Aδtx̂t−δt (3)

P
− = AδtPt−δtA

T
δt + Qδt (4)

The measurement update equations are where the SCAAT
method differs from conventional Kalman filtering. The
measurement function (hσ(•)) has as its input the predicted

state (x̂−), the source parameters (~b), and the sensor param-
eters (~c). This function computes what the measurement
should be, i.e. projecting the state onto the source/sensor
pair. In essence it is predicts a noise-free response of each
sensor and source pair given the systems’ current state. For
each measurement function, a corresponding measurement
Jacobian (H) is also computed. The measurement update
equations are thus:

ẑ = hσ(x̂−
,~bt,~ct) (5)

H = Hσ(x̂−
,~bt,~ct) (6)

where Hσ(•) is defined as

Hσ(x̂−
,~bt,~ct)i,j ≡

∂

∂x̂j

hσ(x̂t,~bt,~ct)i (7)

The next step in the measurement update is to compute
the Kalman gain

K = P
−

H
T (HP

−
H

T + Rσ,t)
−1 (8)

The residual error is computed between the predicted ob-
servation (~z) and the actual measurement (~zσ,t) from the
sensor

∆~z = ~zσ,t − ~z (9)

The state (x̂) and error covariance (Pt) are then corrected

x̂t = x̂
− + K∆~z (10)

Pt = (I − KH)P− (11)

and the external orientation quaternion is updated with the
incremental orientation angles estimated in the state

∆q̂ = quaternion(x̂[φ], x̂[θ], x̂[γ]) (12)

q̂ = q̂ ⊗ ∆q̂ (13)

The final step in the measurement update is to zero the
incremental orientation in the state for the next iteration

x̂[φ] = x̂[θ] = x̂[γ] = 0 (14)

3.1 The Hedgehog SCAAT Filter

The implementation of the SCAAT method for the Hedge-
hog tracking system follows directly from above. Our process
model Aδt simply integrates the position and orientation us-
ing a standard constant velocity model

~pt+1 = ~pt + ~vtδt (15)

φt+1 = φt + φ̇tδt (16)

θt+1 = θt + θ̇tδt (17)

γt+1 = γt + γ̇tδt (18)

We must specify the source/sensor pair for the Hedgehog
measurement function. In the simplest scenario, the sensor

is defined as the camera that views the display walls. Our al-
gorithm requires that the measurement be in the coordinate
frame of each wall, i.e. in real world units and relative to one
corner of the screen surface. Thus, our sensor is actually a
virtual camera that provides measurements in 2D with real-
world coordinates and is attached to each wall. The source
is defined as the laser diode which emitted the beam of light.
The sensor parameters ~c are twofold

1. a 2D translation, ~twall =
ˆ

tx ty

˜T

2. an affine 2D transform, P =

»
a b
c d

–

The laser diodes are parameterized by a unit direction vec-

tor, ~Li =
ˆ

x y z
˜T

with the origin of the laser frame
being the currently estimated position of the Hedgehog de-
vice.

Our measurement function applies the predicted position
and orientation to the laser diode vector and intersects it
with the plane of the display wall. This produces a 2D point

~z =
ˆ

x y
˜T

in the wall coordinate frame. The mea-
surement Jacobian is computed numerically by perturbing
the state elements by a small ε and producing multiple pre-
dicted observations. Given the observation predicted from
the unperturbed state the residual is computed and the mea-
surement Jacobian is populated with the differences.

3.2 Autocalibration

Prior to operation, a homography per camera is computed
which is a projective planar transformation that transforms
image coordinates into the wall coordinate frame. This of-
fline calibration is performed manually by measuring laser
points and recording its subpixel image coordinates. By
measuring at least 4 points, a homography transformation
can be computed [10] transforming the 2D image coordinates
into a 2D point that lies on the wall plane. Since the wall
plane itself is assumed to be rigid, the 3D rigid transforma-
tion to the display’s origin can be physically measured.

The offline calibration provides a good initial estimate of
the wall plane transformation. After applying the homogra-
phy and rigid transformation, we are guaranteed to have 3D
points that lie on a plane that is very close to the real wall
plane. We estimate the offset and rotation of the plane with
a 2D affine transformation and offset. Obviously, manual
measurements are prone to error and the 3D points are not
exactly at the appropriate locations on the real wall. The
minimized transformation brings the image coordinates onto
a virtual plane slightly offset and rotated from the real wall.

The calibration parameters are added to the point to ac-
quire the measurement for the filter as

»
x′

wall

y′
wall

–
=

»
a b
c d

– »
xwall

ywall

–
+

»
tx

ty

–
(19)

SCAAT provides an elegant solution to automatic cali-
bration of the camera transformation parameters. The es-
timated state vector is augmented with the parameters of
the source and sensor for each pair of observations, effec-
tively creating a Kalman filter per source/sensor pair. In
our system, due to the high accuracy of the construction of
the hardware device, the source parameters (i.e. the laser
direction vectors) do not need to be autocalibrated. We em-
ploy the autocalibration only to compute the parameters of
the wall, i.e. the wall normal and translation to the 3D dis-
play coordinate frame. Thus, only 6 parameters need to be
autocalibrated.



(a) (b)

Figure 3: The Hedgehog hardware. 17 laser diodes are arranged in a
symmetrical hemispherical arrangement. As shown in (a) the IS-900
tracker is rigidly attached for experiment purposes.

We create an augmented state vector (bx), covariance ma-

trix ( bP ), state transition matrix (dAδt), and process noise

matrix (dQδt) with the appropriate wall transform parame-
ters

bx =
ˆ

x̂T
t x̂T

c,t

˜
(20)

bP =

»
Pt 0
0 Pc,t

–
(21)

dAδt =

»
Aδt 0
0 I

–
(22)

dQδt =

»
Qδt 0
0 Qc,δt

–
(23)

The rest of the algorithm proceeds normally using the aug-
mented versions of the matrices, i.e. the Jacobian is numer-
ically computed in the same manner but for the augmented
measurement vector. At the end of the measurement up-
date, we collapse the augmented state vector by extracting
the elements not pertaining to the source/sensor parameters
and save them in the main tracker state. The sensor pa-
rameters are applied to our sensor models and the filter is
ready for the next iteration. Using this approach, the 6DOF
rigid wall transform can be estimated online as the tracker
receives measurements.

4 Hardware Implementational Details

Our implementation of the Hedgehog hardware consists of
17 laser diodes arranged in a symmetric hemispherical man-
ner (see Figure 3). The device is 9cm in diameter and has a
height of 6cm. Each laser diode is a visible red laser diode
in the 645nm range and are individually controlled by a PIC
microcontroller through a serial interface. The lasers are
embedded in a custom housing machined from a single piece
of Delrin r© plastic. The lasers are placed at 45 degree angles
from each other in all directions and the orientation of the
diodes is accurate to within 0.1 degree. A tether is not re-
quired when the system is in operation through the use of a
Bluetooth r© serial cord replacement module from Free2move
[6].

The display, IVY at York University, is equipped with
8 digital firewire cameras connected to a single linux PC
through 3 firewire buses. Two cameras are required for both
the floor and ceiling due to space restrictions in the design
of the display. Each camera provides grayscale images at
640x480 resolution at 30fps with an exposure of 5ms. This
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Figure 4: Positional Tracking Experiment 1

ensures that the laser spot is the only bright point in the
image and is thus easily identified.

The laser identification and tracking is performed at a
15Hz update rate due to hardware limitations. The hard-
ware limitations involve the camera framerate which at max-
imum is 30Hz, and the image processing of all eight im-
ages per frame on a single cpu PC. This hardware limitation
can easily be overcome by utilizing either faster cameras or
specialized laser spot detectors, such as position sensitive
diodes, per wall which were unavailble at the time of devel-
opment.

5 Experimental Results

In order to determine the accuracy of the Hedgehog track-
ing system, we performed several preliminary experiments
for position and orientation. The IS-900 from Intersense
was used in all experiments to validate our accuracy for po-
sition. We placed the IS-900 base transmitter on a rigid
frame standing vertically at the entrance of IVY aligned
with the X-axis of the display and one of its sensors was
rigidly attached to the Hedgehog. The calibration offset was
computed separately offline and the measurements were ap-
propriately transformed into display coordinates (relative to
the center of IVY). The IS-900 provides a way to determine
the Hedgehog’s performance relative to the state-of-the-art
in commercial systems. In order to accomodate the IS-900,
the rear wall of the display was left open approximately 70cm
and the camera parameters for this wall were adjusted ac-
cordingly.

The following experiments were performed close to the
center of the display volume which is used the most in a
typical VR application. These experiments show that the
Hedgehog is suitable for head-tracking applications, however
further experiments will be needed to fully characterize the
performance of the system.

5.1 Positional Experiments

The Hedgehog device was placed on a planar rectangular
stage of known dimensions. We initialized the tracking sys-
tem and recorded data from both the Hedgehog and the
IS-900 while moving the system slowly around the rectangle
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in a U-shape, see Figure 4.
A second experiment was performed where the Hedgehog

was moved at 0.5 cm intervals and 1 cm intervals to deter-
mine the resolution, which was found to be 0.2 mm RMS.

A third graph (see Figure 5) shows how the Hedgehog
performs dynamically versus the IS-900; we walked the con-
nected devices throughout the entire tracking volume of the
display and recorded all measurements taken within a 40
second duration.

5.2 Angular Experiments

The Hedgehog device was placed on a rotational stage with
a Vernier scale allowing for angular resolution measurments
accurate to 0.5 degrees. We initialized the tracking system
and recorded data for every 0.5 degrees on the rotational
stage in the first experiment and 5 degrees in a second ex-
periment. Results of these experiments are shown in Fig-
ure 6 and demonstrate that the sensor is accurate to better
than the accuracy of the rotational stage. Additional ex-
amination of the raw data was used to determine the static

angular resolution to be within 0.01 degrees RMS.

6 Summary

In this paper we introduced the Hedgehog optical tracking
system. It is capable of tracking the user within a fully-
enclosed spatially immersive display with high accuracy and
reasonable update rate. Preliminary results reveal that the
Hedgehog has a 0.01 degree RMS angular resolution and 0.2
mm RMS positional resolution.

Our approach to tracking in enclosed displays has many
advantages over existing technologies:

1. The tracking method discussed is able to reliably track
a user within a fully-enclosed display.

2. The hardware is constructed from inexpensive and
readily available materials.

3. It performs automatic calibration of the wall transfor-
mations making it adaptable to different display types
made from planar surfaces (polygonal, single-wall, etc.)

4. The Hedgehog is able to track the user reliably and
accurately in the presence of noise.

5. The system is equipped with an intelligent control
mechanism to change the state of the laser diodes al-
lowing the system to determine which lasers should be
used. This also enables the system to detect and track
in the presence of occlusions.

6. The user is untethered and there is no interference with
the metallic frame of the display.
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