
Efficient Manipulation of Object Groups in Virtual Environments

Wolfgang Stuerzlinger, Graham Smith
Dept. of Computer Science, York University, Toronto, Canada

http://www.cs.yorku.ca/~wolfgang

Abstract

In this paper, we describe simple techniques for object
group manipulation, an important operation in user
interaction with a Virtual Environment. All presented
manipulation techniques exploit constraints to simplify
user interaction. The techniques are based on how humans
perceive groups and afford direct manipulation of such
groups. Furthermore, we introduce two new intuitive ways
to create a whole group of objects: drag-add and random
drag-add. Finally, we present an evaluation of the
presented techniques.

1. Introduction

There have been considerable advances in Virtual
Reality (VR) in the last several years. Most application
areas, such as walk-throughs (architectural, industrial,
mechanical, etc.), require the creation and manipulation of
three-dimensional (3D) scenes with a realistic complexity.

Although there are many modeling packages available,
practically all focus on adding increasingly more features.
Consequently, the user interface of such packages is very
complex. Contrary to this trend, recently several ‘home-
designer’ packages have simplified the process by
allowing only limited manipulation of a 2D floor plan. A
static 3D view can be displayed on demand.
Unfortunately, the user can’t usually move the objects in
the 3D view, which would be the most intuitive solution.

Virtual Reality (desktop or immersive) seems to offer a
solution to this dilemma. However, most VR systems offer
only very rudimentary object manipulation possibilities
that do not go beyond the operations afforded by the
underlying primitive geometric operations. One of the few
examples for an advanced VR system is the SmartScene
system [19], which uses object ‘behaviors’ to simplify 3D
scene interaction.

Construction in a 3D scene consists of two essential
steps: First 3D objects must be created, and then these
objects must be placed into the scene. To restrict the
problem, we have chosen to focus on the creation of
complete 3D scenes based on a library of existing objects.
Here the challenge is to enable the user to easily add
objects and to quickly position them in the environment.

In general, positioning an object in a 3D scene is difficult,
as six independent variables must be controlled, three for
positioning and three for orientation.

In our experience quick operations on groups of objects
is one of the essential elements of faster scene
construction. Currently grouping of objects in most 3D
systems is done by explicitly selecting the objects that are
to be in the group, then invoking a grouping command.
Breaking up groups of objects proceeds in a similar
manner. Although this behavior is flexible, our approach is
superior because it uses knowledge about the real world to
simplify and automate grouping operations. In other words
we are trying to emulate how users perceive groups and
base our direct manipulation techniques on this.

1.1. Previous Work

Most user interfaces for 2D and 3D applications are
based on the use of an explicit grouping mechanism. I.e. if
the user wants to manipulate a group of objects he/she
must at some point select all objects within that group and
invoke a group operation.

A few systems try to infer groups from the placement
of objects in 2D. For example, the system presented in
[12] tries to automatically find collections of objects that
can subsequently be moved by the user. The Tivoli system
[13] is an example of a system that introduces a set of
simple group manipulation techniques for whiteboards.
Very few systems have introduced similar ideas into 3D
applications. One exception is the Sketch system [22],
which automatically infers groups based on where objects
are placed. This approach relies on a horizontal
relationship between objects to decide when objects are to
be placed in a group, and hence is restrictive.

The interactive grouping mechanisms presented here
are based on the use of constraints to simplify the
manipulation of objects in a scene. Several researchers
have presented different forms of 2D constraint-based
systems (see e.g. [2,4,6,11,15,21]). For an overview of
constraint solvers see [8]. Several constraint-based
systems have been presented for 3D modeling (see e.g.
[1,3,5,9,10,14]). While these systems use the constraints to
afford direct object manipulation, the manipulation of
groups is not simplified similarly. E.g. while a connected
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set of objects can be dragged as a whole, the user must
explicitly break a constraint if he wants to split a group.

For 3D scene construction Bukowski and Sequin [7]
employ a combination of pseudo-physical and goal-
oriented properties called ‘Object Associations’ to position
objects in a 3D scene with 2D devices (mouse and
monitor). Although intuitive, their approach has a few
drawbacks. Associations are not maintained after the
current manipulation. Groups and other forms of cyclical
constraints are not supported.

The MIVE system developed at York University
follows the approach of the Object Associations system.
First developed by T. Salzman [18] and later improved by
G. Smith and others [20] it uses permanent constraints to
simplify object manipulation. A brief overview over how
the constraints are used for interaction in this system is
given in section 2. While this system can deal with some
situations that arise in practice, it is not general enough to
handle a simple row of chairs.

1.2. Motivation

Our observations of humans rearranging furniture and
planning environments indicate that humans do not think
about scene manipulation as a problem with six degrees of
freedom. Real objects are not placed arbitrarily in space,
but are constrained by physics (e.g. gravity) and/or human
conventions (ceiling lamps are almost never placed
permanently onto the floor or onto chairs). Consequently,
almost all objects have a maximum of three degrees of
freedom in practice – e.g., all objects resting on a plane.

If fact, recent research argues that all manipulation
techniques that work well for 3D applications are
essentially 2D techniques [16]. This implies that a two-
dimensional (2D) input device such as a mouse is very
often sufficient to manipulate objects in a virtual
environment. Indeed our previous work shows that a 2D
device can indeed be used to intuitively and quickly
manipulate a 3D environment [18].

Many constraint-based systems expose the details of
the constraint mechanisms (variables, equations) directly
or in graphical form to the end user. Most users cannot
deal with such a level of detail, which may explain why
constraint-based systems are not as ubiquitous as one
might expect. The goal of our system is to shield the user
from the technical details as far as possible. One of the
fundamental design decisions was therefore not to use a
full constraint solver as such systems can easily generate
object configurations, that do not conform to the user’s
expectations. For this reason, most constraint-based
systems cannot automatically support direct manipulation
of object groups – the solver is always free to re-arrange
objects also within the group. This can be fixed only with
an explicit grouping mechanism that ‘freezes’ a group
during manipulation. We are trying to create manipulation

techniques that work without explicit grouping techniques,
and consequently chose to implement a deterministic and
somewhat restricted form of a constraint-based system.

Similarly, groups are usually defined to contain objects
that belong in a sense together, either by proximity or by
similarity or by common properties [17]. In our system,
simply moving ‘group-able’ objects close to each other
will create a group. The breaking of a group is handled
similarly by pulling objects away from the group. For the
rare situations where the offered group mechanism is not
sufficiently powerful, we discuss how an explicit grouping
mechanism can be integrated seamlessly into the system.

1.3. Contributions

The main contributions of this work are:
• A new and simple direct manipulation technique for

groups of 3D objects (the main contribution).
• Two new simple and effective techniques for creation

of object groups: Drag-add and Random drag-add.
• A framework for explicit and implicit grouping in

general scene graphs (directed a-cyclic graphs).
From the user’s point of view, our main contribution can
be roughly described as a powerful extension to 3D snap
dragging [3]. Our novel extension uses the direction of the
mouse movement to afford the direct manipulation of
object groups. However, the technical realization is very
different and we have chosen not to describe our approach
as an extension to 3D snap dragging.

2. Constraints for Manipulation of
Hierarchical Groups

The material presented in this section has been
published previously [18]. However, some of the details in
the work presented in this paper rely heavily on this
previous work. Consequently, we give an overview of the
relevant parts and refer the reader to [18] for details.

The constraint relationships for the 3D scene are stored
in a directed a-cyclic graph (DAG) called the scene graph.
Figure 1 depicts a simple scene, and it’s associated scene
graph. When an object is moved in the scene, all of its
descendants in the scene graph move with it, due to the
implicit group defined by the hierarchical relationship.

The scene graph edges correspond directly to satisfied
constraints in the scene. The user can modify the scene
graph structure by interacting with objects in the scene.
Constraints can be broken and re-constrained with ease by
clicking on the desired object and pulling away from (or
pushing towards) the existing constraint to break (or
attach) it. This allows for fast changes to the scene graph
structure. Figure 2 shows the same scene as Figure 1 after
the chair has been pulled away from the large table
towards the smaller table.



 

Figure 1: A Scene and its associated scene
graph. Links describe constraint relations.

 

Figure 2: Scene after chair has been moved.

2.1. Constraint Satisfaction

In our constraint system, each object can have zero or
more binding and offer areas. Binding areas define where
an object can attach to another object. An example is the
base of a cabinet that has an ‘on-floor’ binding area. Offer
area on the other hand define where other objects can
attach to, e.g. the ‘work-surface’ offer area of a table.
Binding and offer areas are both defined by a polygon and
vector that represent their area and orientation. A binding
area can be satisfied by an offer area by aligning their
orientation vectors and by translating the binding polygon

so that it lies within the offer polygon. If after rotation and
translation the binding polygon is not completely enclosed
by the offer polygon, then the object cannot be constrained
there. In addition, a binding area cannot be bound to an
offer area of the same object: an object cannot be
constrained to itself.

Note that in contrast to some other approaches we do
not use constraint points but areas, as only areas can
guarantee that an object stands completely on another.
Furthermore, many other useful forms of constraints, such
as cylindrical or spherical constraints, have been
introduced (see previous work). These can be added to our
system. However, we choose not to do this to limit the
complexity of our research prototype.

To constrain an object, we attempt to satisfy all of its
binding areas. For each binding area of an object, we
search through the scene to find potential satisfying offer
areas. Semantics restrict the offer areas that a binding area
is allowed to constrain to. To prevent objects from
jumping large distances to satisfy constraints, we only
consider constraining an object to offer areas that are close
to the object being constrained. Proximity is relative to
object size. Therefore, we consider only objects that are
within a sphere with a radius that is twice the radius of the
sphere bound of the object.

Using this distance threshold, constraints remain
unsatisfied until an object is moved close to a valid offer
area. It also ensures that objects are always locally
constrained. For each binding area, if there are multiple
satisfying offer areas, the closest satisfying offer area
found is chosen. The object is moved to connect the
binding and offer areas. The bound object then becomes a
child of the offering object in the scene graph, and the
search is repeated for the next binding area.

Once an object is constrained, its motion is restricted
such that the binding areas of the object always remain in
contact with the associated offer areas. This essentially
removes degrees of freedom from object manipulations.
Constraints can be broken with ease by simply pulling an
object away from its associated offer area.

3. Dual Constraints

One of the ways humans perceive groups is by
proximity. Another way humans perceive objects as
belonging together is similarity. Our target is to emulate
these human notions with a computer, hence enabling
similar objects that are close to each other to form a group
automatically.

Since the scene graph is a-cyclic, only one-way
relationships exist between constrained objects, a parent-
child relationship. In order to facilitate the use of cyclical
constraints, and to create a natural grouping mechanism,
we created a new type of constraint, which we call the
‘dual constraint’. The dual constraint is very useful in



situations where a sibling relationship between constraints
makes more sense than a parent-child relationship, and
provides a natural way to group objects together.

While an object is being moved, each of its dual
constraints computes the distance to the dual constraints of
nearby objects. If this distance falls below a threshold, the
moved object will be repositioned next to the nearby
object, and a group will be formed automatically. Dual
groups are translated, rotated, and regrouped in the scene
graph as if the group members were a single object. No
explicit operation is necessary to create a dual group.

A dual constraint for an object is specified as a point,
line, or polygon in 3D space along with an orientation
vector. The constraint sits on or near the surface of the
object, and the normal points away from the object.

A cabinet on the wall, for example, may have two dual
constraints, one on its left side, and one on its right side. If
such a cabinet is pulled toward another cabinet of the same
type, the cabinet being pulled moves so that the sides of
the two cabinets align. The cabinets are now a group, and
stay together until the group is broken. If the dual
constraint lies slightly off the surface of the object, space
will be left between the object and the others in the group.
With this, chairs can be grouped together into rows and/or
columns. Figure 3 shows a dual group of cabinets on a
wall, and a dual group of chairs on the floor.

 

Figure 3: Two dual groups.

To break a dual group, the user simply selects an object
within the group and moves the cursor in the desired
direction. The motion simulates a pushing action, and all
objects in contact in the direction of motion are grouped
with the selected object and moved with it. Those objects
that are not moved form their own new group(s) and stay
in place. This has the desired effect that groups can be
created and broken with extreme ease. Figure 4 visualizes
the behavior of the manipulation technique.

Figure 4: Building and breaking a group.

3.1. Scene Graph Manipulation

To initially constrain a dual constraint, the object(s)
being moved must be repositioned so that they are aligned
with the object(s) they are constrained to. The
repositioning is simply a rotation of the moved object(s)
such that the normals of the dual constraints are oriented
in opposite directions and a translation such that one of the
two dual constraints falls entirely within the other. Figure
5 illustrates the constraint process. When the chair on the
right is dragged close to the chair on the left, it will snap in
such a way that the dual constraint points (highlighted in
yellow) are coincident and the normals are oriented in
opposite directions.

Figure 5: Satisfying a dual constraint.

When objects are dual constrained together, the scene
graph must be modified to reflect this. A new node type
was introduced, which we call a group node, to facilitate
dual constraints in the scene graph. When two objects are
first dual constrained together, a dual group node is
created, and the nodes representing the two objects are
placed under the dual group node in the scene graph. If
any other objects are dual constrained to objects within
this group, they will also be moved in the scene graph to
be under the group node. Figure 6 shows a simple scene
containing a dual group of four chairs along with the
associated scene graph.

Translating and rotating a dual group of objects can be
done by simply transforming the dual group node, as the
transformation is automatically applied to all descendants
when rendering. Rotations, while still applied to the group
node, are actually performed around the center of the



selected object in the group, not the center of the group.
This rotation behavior is more flexible, and allows the user
more freedom to rotate objects as desired, without
complicating the user interface.

Figure 6: Scene graph for dual group.

3.2. Interaction Techniques with Dual Groups

Creating dual constraint groups is simple. If two objects
or groups are moved close to each other the logic
described in the previous section is used to create a new
dual group node that has all objects involved as children.

Breaking dual constraints is more complicated. We
aimed for an intuitive way to break apart groups, so that
the user could simply predict how a group would be split.
To describe this behavior, we introduce a dual group
graph, which describes how objects are constrained to
each other in 3D.

The dual constraint graph used in MIVE is symmetric
and three-dimensional. For simplicity, examples are
shown here using objects that are constrained to a plane,
making interactions essentially 2D. Although the examples
are 2D, the ideas presented are directly applicable to 3D,
as all the underlying data structures are 3D as well.

Figure 7 illustrates a dual group of chairs being split
into two groups by a mouse move. For clarity, the gesture
is visualized by an arrow in the figures. The user drags the
middle chair towards the upper right in this example.

The nodes that will split from the group are called the
Directional Dual Component (DDC). The black center
node is the object that was selected at the start of the
mouse movement. The circle in the bottom left corner of
Figure 8 illustrates the associated dual group graphs and
the movement direction for reference.

Figure 7: Splitting of a dual group.

Figure 8: Dual group graphs for Figure 7.

We use a recursive algorithm to decide which nodes
make up the DDC. First, the selected node is added to the
DDC, as it will always be split from the group. The graph
is searched in a depth first manner, where only edges that
make (approximately, i.e. using a tolerance) a right angle
with the pull direction are followed, and the nodes reached
are added to the DDC. This process continues until no new
nodes are added to the DDC. In Figure 8, the followed
edges are highlighted in red, and the reached nodes are
shaded gray. Algorithm 1 shows pseudo-code.

# findDDC()takes a node, pull direction
# and a tolerance (usually 10 degrees)
# It returns the vertices that should
# break off the dual group.

findDDC(node,pullDir,tolerance,result)
{
   append node to result
   for (each edge E leaving node) {
      if (angle between E and
          pullDir > 90 + tolerance)
              continue     # skip this edge
      # otherwise, we recurse here
      neighbor = vertex reached when E
                                is followed
      if (neighbor is not in result)
          findDDC(neighbor, pullDir,
                         tolerance, result)
      } #end for
   }

Algorithm 1: Dual component algorithm.

The above mentioned tolerance is necessary for vertical
and horizontal mouse drags. Figure 9 shows the dual



group graph and DDC if the user drags the center chair to
the right. The tolerance ensures that the dual group breaks
in a way consistent with user expectations. Without the
tolerance, the user would have to pull exactly in the
horizontal direction (a very difficult task) if they wished to
split all six objects from the whole group with one drag. In
our experience, a tolerance of 10 degrees works very well.

Figure 9: Dual group graphs for a horizontal
mouse drag.

To ensure that the user does not accidentally split off an
object from a group we activate this logic only if the user
has moved for a certain minimum distance.

When a group is split, the user can continue to move
the nodes that were split from the group if the mouse
button is not released. The group itself, however, may
have been split into multiple connected components, as in
the example shown in Figure 10. To ensure consistency
these connected components must form their own groups
in the scene graph. Hence, after the DDC has been split
off, the rest of the dual group graph is searched for
connected components. If there is more than one
remaining connected component, the scene graph is
modified to reflect this.

While dual groups share a common parent in the scene
graph, it is still possible to place objects as children of the
objects in a dual group. Figure 11 illustrates a group of
tables, where each table has objects constrained to it. Since
these other objects are also descendants of the group node,
they will move when the group is moved, but moving
them will not move the group.

3.3. Generalization to Arbitrary Scene Graphs

The techniques presented so far have been based on the
assumption that the scene graph is in fact a tree structure.
If the scene is represented in a directed a-cyclic graph
(DAG) where nodes are instantiated multiple times, all the
presented techniques are applicable but need slight
changes. When a group is being moved and the objects
have different parents in the scene graph, then the dual
group node will have multiple parents. In this case, we
have to use the union of the constraints imposed by all
parents on the members of the group to restrict the degrees

of freedom when the group is being moved. In addition,
we have to make sure to update all transformations
correctly when moving an object.

Figure 10: Multiple components after splitting
a group.

Figure 11: A group of dual constrained tables
with objects constrained to each table.

3.4. Explicit Grouping Operations

Sometimes, the user may wish to create a group that
cannot simply be described with a hierarchical group (see
section 2.2) or with a dual group (see section 3.2). For
example, the user may wish to group a bed, a television,
and a plant together.

To handle such operations, an explicit grouping mode
is provided by the system. A group can be formed by
clicking on a button in the function window, then clicking



on objects in the scene. A dual group node is placed in the
scene graph as described above and all newly selected
members of the group are put under this node.

To remove objects from the group, we can simply use
an explicit ungroup operation. Even simpler is to use the
methods described in section 3.2. In other words to split
objects from a group by dragging them out of the group.

4. Creation of Object Groups

To make the addition of several objects to the scene
easier, we allow the user to add multiple objects with a
single mouse operation. When an object is selected in the
objects window for addition to the scene, the user can
click and drag the mouse button in the scene window. This
will add multiple instances of the selected object to the
scene. We call this technique ‘drag-add’. The collision
detection together with the logic how constrained objects
are added to a scene prevents objects from appearing in
the same location and will place objects side by side.

The concept of drag-add is even more powerful, if the
individual objects have dual constraints associated with
them. Then the collection of objects that was created with
the mouse drag forms automatically a dual group and thus
can be manipulated efficiently with the techniques
described in the previous sections. For example, the scene
in Figure 3 was created using two mouse drags, one for the
chairs on the floor, and one for the cabinets along the wall.

Instead of having the same geometry appear when a
drag-add operation occurs, we could alternately add
different object to the scene during the move. We call this
‘random drag-add’. It allows the user to add a collection of
objects with a single mouse movement. This technique
facilitates quick population of a scene with a minimum of
interactions. For example, filling a closet with clothes, a
shelf with books, or a park with people can be achieved
simply with a mouse drag.

Objects that support random drag-add are selected and
added to the scene exactly the same way as regular
objects. The only difference is that if the left mouse button
is held down during the addition of the model, and if the
mouse moved over a new location, another object will pop
up in that space. For example, to fill a shelf with books,
the user simply clicks and drags across the shelf while the
book that supports random drag-add is selected in the
object selection window (see Figure 12).

In our implementation, the models that make up a
particular random drag-add object are stored in an array
for efficiency. When the user attempts to add the object to
the scene, one of the elements of the array is randomly
selected and an attempt is made to constrain the object. If
this fails or a collision occurs, the object is not added to
the scene. Otherwise, the object is added and another
object is randomly selected for the next addition until the
user releases the mouse button.

 

 
Figure 12: Random drag-add example.

5. Evaluation and Discussion

Although the interaction techniques presented above
seem very intuitive, we wanted to confirm this. We chose
to evaluate the techniques with a user study that asks
participants to create, split and merge groups of object
with and without dual constraints.

Space restrictions prohibit us from reporting all details
here and consequently, only the most salient results are
outlined. Eight participants (6 male, 2 female, average age
28) volunteered for a 15-minute session. All were regular
computer users, but had various 3D experience. Each
participant was asked to perform three tasks in the dual
constraint (or group) mode as well as the non-grouping
mode. Trials were counterbalanced to cancel learning
effects. The three tasks were to create a 3x3 block of
chairs, to split it into four separate groups, and to merge
the four groups together into the original group.

The overall result indicates that the dual constraint
mode is 1.6 times faster than the non-grouping mode. In
fact, the result of the repeated measures ANOVA is highly
significant (F1,7 = 42.12, p < 0.0005). For each task, the
difference between the two modes is again highly
significant. For task 1 (creation), the group mode is 1.3
times faster (F1,7 = 17.15, p < 0.005). For task 2 (split),
the group mode is 1.8 times faster (F1,7 = 22.03,
p < 0.005), for task 3 (merge) 2.3 times faster
(F1,7 = 53.36, p < 0.0005). This is a strong indication for
the effectiveness of dual constraints.

For the creation task drag-add was available in both
versions (with or without dual constraints). We choose this
comparison to highlight the effectiveness of dual
constraints. However, based on our observations we are
confident that the performance difference would be even
larger if a system without drag-add is compared against
our system.

All participants commented very positively on the
intuitiveness of the manipulation techniques. Further
evidence for the intuitiveness of the presented techniques
is that most users understood the manipulation technique
for dual constraints immediately during the training
period, which lasted three minutes on average. Participants



did comment about the lack of feedback (e.g. auditory),
when a group was created in our implementation, but were
still able to successfully perform the tasks. Some
participants even wished to see this manipulation
technique in other applications, too!

6. Conclusions and Future Work

Dual constraints provide a new and intuitive way to
automatically group and un-group objects in a 3D scene.
Furthermore, they afford quick and simple manipulation of
object groups. They model the way humans perceive a
group of objects belonging together, and afford for direct
manipulation of groups. We described the technical details
for the implementation of dual constraints. And discussed
how this technique can be used with general scene graphs.
Furthermore, we presented two ways to create whole
groups of objects quickly: drag add and random drag-add.
Our evaluation of dual constraints showed that they are
both effective and intuitive mechanisms for 3D scene
construction and manipulation.

It is important to note that, while the examples in this
paper show an interior design scenario, the presented
techniques are much more widely applicable. For example,
consider the piping and machinery in a power plant. All
objects in such a plant have constraints (e.g. pipes fit
together). Consequently, all techniques presented here can
be applied directly to engineering scenarios and other
areas, such as urban design, as well.

The user interface techniques of most current VR
systems violate some of the assumptions of the user about
how objects can be manipulated, thus creating surprises
and frustration. The system presented here is more
consistent with the way users think about their
environment. This leads to much more intuitive object
manipulation techniques.

Due to the use of a 2D input device, we effectively
support only 2D operations in this desktop prototype. We
are currently porting our system into a full VR setup. Note
that we cannot foresee any problems with porting the
presented techniques to the full 3D case (i.e. with a 3D
tracker as input device), as the techniques rely only on
direction vectors and the angles between them.

We are also currently re-implementing this framework
for a 2D drawing application to see how well these
techniques work for 2D applications.
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