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Figure 1: Three design variations of mixed viewpoint transition techniques (StraightZoom, CurvilinearZoom, and OrbitAndZoom)
which first zoom-out from 1) initial viewpoint to 2) a larger Level-Of-Scale (LoS) and then zoom in to 3) another LoS. All variations
zoom out in the same way but zoom in along different paths.

ABSTRACT

Viewpoint transitions have been shown to improve users’ spatial
orientation and help them build a cognitive map when they are
navigating an unfamiliar virtual environment. Previous work has
investigated transitions in single-scale virtual environments, focus-
ing on trajectories and continuity. We extend this work with an
in-depth investigation of transition techniques in multiscale virtual
environments (MVEs). We identify challenges in navigating MVEs
with nested structures and assess how different transition techniques
affect spatial understanding and usability. Through two user stud-
ies, we investigated transition trajectories, interactive control of
transition movement, and speed modulation in a nested MVE. We
show that some types of viewpoint transitions enhance users’ spatial
awareness and confidence in their spatial orientation and reduce the
need to revisit a target point of interest multiple times.

Index Terms: Human-centered computing—Human computer
interaction (HCI)—Interaction techniques

1 INTRODUCTION

To enable a user to travel within a large virtual environment (VE)
within a limited physical tracking space in Virtual Reality (VR),
different locomotion and navigation interfaces have been developed
in VR research and games [17]. For this, many steering and target-
based locomotion techniques have been designed. Steering tech-
niques let users continuously adjust the direction and speed, while
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physically staying stationary [38]. The most prominent example is
the flying technique, in which a user controls the flying direction
and speed using controllers or various body parts [18, 31, 48, 51, 60].
Target-based techniques, on the other hand, let users specify the
target position and, sometimes, orientation before executing a tele-
portation to instantly move them there [38]. With target-based
techniques, users can either specify the target in their surroundings
through simple pointing or through other means if the target location
is not visible from their current position.

Many current VR applications use point-and-teleport to let users
specify a visible target location in their surroundings and quickly
move there. This technique reduces motion sickness, as it changes
the user’s viewpoint instantly rather than using continuous move-
ment like steering-based techniques [11, 24], but this instantaneous
change in the user’s view can cause disorientation [39, 44]. To
mitigate this, researchers have integrated viewpoint transition meth-
ods into target-based navigation techniques, which automatically
move a user from an initial to a target view through an animation.
Studies demonstrated that viewpoint transitions facilitate users’ path
integration and help maintain spatial orientation [8,39,47]. Other re-
search developed transition methods for target-based techniques that
enable travel to targets beyond their surroundings, such as World-
In-Miniature (WIM) [35] and bookmark interfaces [59], which let
users specify travel targets in the VE by interacting with a 3D map
or selecting a bookmark icon, respectively. Still, there is currently
no in-depth study that evaluated such transition methods in large
and/or multiscale VEs. Multiscale virtual environments (MVEs),
especially with nested structures, have recently become more com-
mon in VR applications, including geographical simulations [25],
medical visualizations [35, 41], cosmological applications [19, 64],
and VR painting software [26, 32, 53]. For navigating in nested
MVEs, viewpoint transitions are crucial. Targets may be invisible
due to structures or walls blocking the line of sight, or they may
simply be too small (or sometimes even too large) to be visible at



the current LoS or within the current field of view.
We performed two user studies on novel viewpoint transition

methods in MVEs with nested structures, with 16 and 18 partici-
pants, respectively. In these studies, we compare variations of three
key design components of viewpoint transitions: the transition tra-
jectory, the interactive control of the timing of the transition, and the
transition speed. For the transition trajectory, we explore different
trajectory options in study 1 and 2 and evaluate how they affect users’
spatial understanding and their overall experience. For interactive
control of the timing of the transition and the transition speed, we
compare conditions with or without a timing control and automatic
speed modulation in study 1. Finally, based on the findings from the
two user studies, we identify the design options that lead to the best
navigation performance and usability.

2 RELATED WORK

In this section we review previous work on target-based navigation
interfaces and viewpoint transition techniques in VEs.

2.1 Target-Based Navigation in Virtual Environments
Since teleportation was first studied in a virtual environment by
Bowman et al. [10], it has been widely investigated in 3D and
VR user interfaces. Teleportation instantly moves a user to a new
location. Point-and-teleport [11] is the most prominent teleporta-
tion technique, used frequently in VR games and applications. In
previous work, researchers found that instantly changing a user’s
viewpoint can lead to disorientation [9–11, 39, 44]. To mitigate this,
researchers and game designers developed viewpoint transitions for
point-and-teleport, which moves the user’s viewpoint continuously
to the target instead of instantly teleporting there [8, 47, 57, 61, 62].
While point-and-teleport lets users freely select a visible target in
their surroundings, it is limited to travel within a local area since the
target must be visible and close enough to be selected accurately.
To enable teleportation to out-of-sight or distant targets, several re-
searchers have proposed alternative interfaces. The AutoTeleport
technique lets users point in the direction of a distant target, but the
distance of the jumps is automatically controlled to prevent under-
or overshooting [39]. WIMs allow users to specify a distant tar-
get location by interacting with a miniature widget [20, 21, 35, 37].
Bookmark interface allows users to select a predefined bookmark to
instantly travel to the corresponding location [7, 55, 59].

Rahimi et al. [54] studied the effect of the trajectory and the con-
tinuity of viewpoint transition on usability and spatial orientation,
the transition methods they studied were limited to visible targets in
a small area at a single scale. Beyond that, few studies have investi-
gated the effect of viewpoint transitions for target-based navigation
to out-of-sight targets. For MVEs with a nested structure, Kopper
et al. [35] and Bacim et al. [5] developed transition methods for
target-based navigation. While they incorporated transition methods
into target-based navigation interfaces for MVEs, it only interpo-
lated position and scale to transition from the current to the target
Level-of-Scale (LoS). Moreover, there was no discussion about the
importance of viewpoint transitions while navigating between differ-
ent LoS, nor an evaluation of the transitions per se.

2.2 Viewpoint Transition Techniques
Several viewpoint transition techniques for different use cases and
scenarios have been presented. Depending on the type of target
viewpoint, these can be divided into two categories: transitioning to
user-defined and to pre-defined target viewpoints.

Viewpoint transition techniques for user-specified viewpoints are
often integrated into a navigation interface. Buchholz et al.’s tech-
nique [12] smoothly transitions between user-controlled locomotion
and physics-based automatic movement. Hachet et al. [28] devel-
oped a transition technique that automatically moves and rotates the
camera towards the target view specified by the user. Target-based

locomotion interfaces by Medeiros et. al. [47] and Cmentowski et
al. [16] also provided viewpoint transition upon target specification.
Others developed hybrid techniques that transition the view between
different navigation modes. Griffin et al. [27] developed a technique
that shows a viewpoint transition upon switching from first to third-
person’s perspectives to control the user’s avatar. Krekhov et al. [36]
used a similar approach for natural walking-based locomotion.

Transition techniques for pre-defined target viewpoints are usu-
ally presented through a bookmark interface that lets a user browse
saved viewpoints and select one to visit. Veas et al. [63] presented an
interface that presents a list of views with different perspectives and
a transition technique that first moves the camera up to an overview
and then smoothly interpolates to the selected view. Similarly, Sukan
et al. [58] developed a technique that quickly interpolates the current
view to the target view of a selected bookmark in an indoor AR ap-
plication. Both techniques simply interpolate directly to a viewpoint,
similar to the user-specified target view techniques.

Yet, pre-defined viewpoints are sometimes far away and may thus
not even be visible. Simple interpolation-based transitions, as pre-
sented in previous work, do not support the user in maintaining their
spatial orientation during the transition, as they will typically rotate
the user while moving, which makes it hard to maintain spatial orien-
tation and can induce motion sickness. The “JackIn” technique [33]
addresses this issue by first approaching the target viewpoint, then
orbiting around it to match the desired orientation, and finally mov-
ing closer to the target from that direction, but this technique was
not evaluated in a study. Similarly, and even though Moghadam and
Ragan [52] compared three viewpoint transitions in terms of spatial
awareness and simulator sickness, they only considered transitions
within a small area at a single LoS. Here, we present new viewpoint
transition techniques between saved viewpoints across different LoS
and investigate what properties of these transitions affect the spatial
awareness and user experience in MVEs.

Also, most techniques do not give the user a chance to stop or
rewind a transition, e.g., to let users check their spatial understanding.
Burtnyk et al. [13, 14] let the viewer scrub back and forth through
the transition animation with a mouse. Similar to their approach,
we designed a touch-based input method to interactively control the
transition, but extend their work towards MVEs where the transition
not only affects the position and orientation but also the scale.

3 VIEWPOINT TRANSITION TECHNIQUES FOR MULTISCALE
ENVIRONMENTS

We developed variations for three core design components of view-
point transition techniques: 1) transition trajectory, 2) transition
timing control, and 3) transition speed modulation. The following
subsections describe each component and the multiscale bookmark
interface we designed for user studies.

3.1 Different Types of Transitions
When designing an MVE, the designer also implicitly creates a
hierarchical structure in which smaller places, such as a house, are
nested within larger places, such as a village. To support ease of
understanding and effective navigation, the designer can create a
hierarchically-structured map (HiSMap) [5], where the designer
specifies all important places and which place nests within which
other place. This HiSMap then allows the system to determine what
type of transition is to be executed when the user selects the place
to travel to, either by selecting the node directly in the HiSMap
or, like in our study, through a bookmark icon in a list (Fig. 3(a)).
The possible options for viewpoint transitions then include zoom-in,
zoom-out, and mixed transitions.

Zoom-in transitions move the user from the current LoS to a
smaller one, often across multiple LoS, (see the yellow line in Fig. 2).
Previous work [40] developed multiple variations, with a variant,
called ORBITANDZOOM that first orbits around the target until



Figure 2: An example LoS hierarchy for a MVE with 4 LoS: The root
node represents the largest LoS (i.e., the village). The two bottom leaf
nodes represent the smallest LoS (i.e., the caterpillar lairs). Edges
describe the associated spatial nesting hierarchy, e.g., that the two
left tables, are nested in the blue house. The colored and dashed
arrows show different types of transitions.

the current view direction matches the target orientation, and then
zooms in by gradually translating and scaling the view to the target
performing best. We use ORBITANDZOOM for User Study 1 and
motivate this choice further in Sect. 4.1.

In contrast, zoom-out transitions go from the current LoS to a
larger LoS (see the blue line in Fig. 2). Here, users do not need to
choose a target, the system instead brings the user automatically
to a system-defined vantage point. We experimented with differ-
ent variations, but an informal pilot with colleagues showed that
simultaneously rotating and zooming-out in transitions led to severe
disorientation and confusion for the user. As an example, consider
passengers in a moving vehicle, but facing backwards, who will
lose track of where they are heading as the vehicle turns and have
difficulty orienting themselves. Due to the lack of vestibular and
proprioceptive feedback, this can be even worse in VR. We then
tried a zoom-out technique that first rotated the view direction to
align with the view direction of a predetermined overview bookmark
at the largest LoS and then started position and scale interpolation,
but this approach only let users see the destination at the end, with-
out any meaningful information around it. We thus developed a
new zoom-out technique with no initial rotation phase, immediately
zooming out backwards to an automatically computed vantage point.
That vantage point is determined by moving the user backwards
to a position that is at the higher LoS and behind and above the
user’s head (see the blue line and user’s head at (1) in Fig. 1). This
approach ensures that the user always faces the initial location while
zooming out backward to the overview at the larger LoS.

Mixed transitions first zoom out to the lowest common ancestor
of the current and the target LoS and then zoom into the target (see
the green line in Fig. 2). We initially tested a simple interpolation
of position, orientation, and scale, but found this to be confusing
because it often caused users to pass through the surfaces of multiple
objects without useful visual clues for the spatial context (see the
grey dashed line in Fig. 2). We then designed three mixed transition
techniques that first zoom out to the common parent LoS to let users
see both the initial and target LoS from an overview, and then zoom
in to the target LoS. All three techniques use the zoom-out technique
described above, but use different zoom-in approaches. Fig. 1 shows
these as yellow, green, and red lines. See Sect. 5.1 for details.

Beyond the three types of viewpoint transition mentioned above,
there are other options for transitions. Linear interpolation while
disregarding the spatial context is the simplest. Yet, this approach is

problematic in an MVE cluttered with a large number of objects and
complex structures, as a linear transition would only provide optical
flow, but not enough information to help users gain spatial under-
standing and awareness. Another option is to utilize route planning
algorithms to determine a transition trajectory that prevents collision
with objects [46]. Yet, in MVEs with a nested structure, where
continuous surfaces completely enclose a part of the scene, such an
approach is insufficient because getting into or out of a location that
is encapsulated by one or more surfaces is then impossible.

3.2 Interactive Control of Transition Timing
We also implemented a method that lets the user interactively control
the progress of the transition using a touchpad on a controller. As
previous work had identified active control to be beneficial [45] but
potentially can cause cognitive overhead [15], we designed a simple
transition control method that lets a user actively control the progress
and pace of the transition with minimum overhead by simply sliding
their thumb on the touchpad. The user can advance the transition by
moving towards the right side and rewind the transition by moving
towards the left. The distance from the center to the touchpoint
directly determines the “play” speed of the transition, similar to a
video scrubbing interface [43]. Our user study compared this active
control to passive observation to understand how it affects spatial
updating and usability.

3.3 Adaptive Modulation of Transition Speed
Extending the constant transition speed explored in previous
work [13, 14, 29, 33, 54, 58, 70], we created a new method that modu-
lates the speed based on the distance to objects. Previous work [40]
had observed that users felt uncomfortable when moving slowly
through a wall, even in the presence of a cut-away visualization
of the target location, as it blocks most of their view except for a
small hole open in front of the target, which gave them an impres-
sion of being trapped inside the wall, negatively impacting the user
experience. Inspired by proximity-based speed control [4, 67] and
distance field-based navigation [39], but using the distance measure
in an inverse way, we developed a new transition speed modulation
method. It accelerates transitions when near or inside an object, e.g.,
a wall or a roof, to make the viewpoint quickly pass through such
obstacles during transition (Fig. S.1 in the supplemental material).
We started with a simple linear transition:

Sn+1 = Si +Pn ∗ (St −Si) (1)

Equation (1) describes the scene scale in the next step Sn+1, as
determined by the progress variable Pn. The value of Pn is 0 at the
beginning of the transition and 1 at the end, which means that the
current scale Sn is equal to the initial scale Si at the beginning and
to the target scale St at the end of the transition.

Pn+1 = Pn +
Sn

St
g(n) (2)

The progress for the next step Pn+1 is the result of an accumula-
tion of the second term, based on the current scale to target scale
ratio and the gain value computed by equation (3). The use of the
ratio slows down progress when the current scale gets relatively
bigger and vice versa. This makes the objects in the scene look as
if they approach or move away at a constant speed when the scene
expands or shrinks around the bookmark position.

g(n) = 1− ( f (an)− k ·d ·∇ f (an))/Sn (3)

The transition gain g(n) is based on the proximity to the surface of
the closest object. f (an) is the value of the distance field at the cur-
rent position an, ∇ f (an) the gradient, and k is a weight that controls
how much the field gradient affects the transition speed. We per-
formed a pilot study with three colleagues to determine the optimal



Figure 3: (a) Our bookmark interface allow user selects a thumbnail
icon using raycasting. A magenta line connecting the selected book-
mark to the location of the corresponding target viewpoint indicates
the transition destination. (b) Alice at different LoS: 1) Overview with
Alice at the 1st LoS, 2) Alice at the 2nd LoS, 3)) Alice at the 3rd LoS,
and 4) Alice at the 4th LoS.

k value for zoom-in transition, where we compared k values of 0.25,
0.5, 1, and 2 and found k = 1 works best, as it starts accelerating the
transition before colliding with a surface, and slows it down before
moving out of an object. The acceleration was too small to notice
when k was smaller than 1 and when k as larger than 1, the speed was
too fast to potentially stop before moving into the next smaller LoS.
Then, the user’s view direction d influences the final value of g(n),
increasing when the view direction aligns with the gradient vector
and decreasing when it is the opposite. By negating the sum of the
distance field value and the inner product of view direction and the
gradient, this method “pulls” the user into a wall more quickly while
the transition approaches it. After entering the wall, it also prevents
them from being “launched” out the wall’s other side. This still
minimizes the time when inside a wall, which obscures the view, yet
maximizes the time for viewing the scene without obstruction. As
mentioned above, we hypothesize that our speed modulation feature
reduces visual discomfort and frustration. In Sect. 4, we test this
hypothesis by comparing our adaptive speed transition technique
with a constant speed version, with g(n) a constant.

3.4 Multiscale Bookmark interface
A bookmark interface allows users to browse through saved view-
points and revisit them by selecting the corresponding icon with ray-
casting (Fig. 3(a)). Similar to TrailMap [72], our interface displays
bookmark icons as distinct snapshots of the places where the book-
marks were created. If different bookmarks show similar-looking
objects or spatial configurations, snapshots alone might be ambigu-
ous. To address this issue, and inspired by previous work [50],
we display a straight magenta line connecting the selected icon to
the saved viewpoint (Fig. 3). When the user first selects the icon,
its frame is highlighted in yellow and the connecting line appears,
with a cut-away visualization [22] where a hole is cut out between
the current and target viewpoint not just to reveal the hidden point
of interest (POI) but also to reduce the discomfort while passing
through walls, see the zoomed-in view of (3)-(6) in Fig. S.1 in the
supplemental material. Then, when the icon is selected again, the
frame changes to red and the transition begins.

4 USER STUDY 1: ZOOM-IN TRANSITION

We conducted a user study to test two main hypotheses:

• H1: Giving users interactive control of viewpoint transitions
in MVEs helps them to understand the space better

• H2: Accelerating transition speed while passing through walls
improves the user experience of viewpoint transition in MVEs

We base H1 on previous work that showed that active navigation
improves navigation performance compared with passive viewing of

automatically generated tours or movements controlled by others in
VEs [6, 15]. H2 is based on user feedback in prior work [40], where
participants felt discomfort while passing through walls during a
zoom-in transition and wanted such moments to be minimized.

4.1 Motivation for Trajectory Design
In multiscale 2D map applications, such as Google Maps, when the
user selects a saved place or presses the “my location” button, the
view smoothly pans and zooms from an overview to a view where
the corresponding location appears in the center of the screen at a
reasonable scale. These continuous transitions in translation and
scale help users understand both the relative position between two
places and the relative LoS in the LoS hierarchy of the scene. For
instance, continuously panning and zooming from an overview of
the Pacific ocean into a view of a local park in London illustrates
not only where the area is located relative to the ocean but also how
much the overview has to zoom in to get to the local level, and simi-
lar for 3D MVEs. Besides panning and zooming, the view direction
also needs to continuously rotate towards the orientation corresponds
to the saved bookmark to prevent disorientation due to an instant
rotation change. While simultaneous interpolation of position, rota-
tion, and scale is feasible, previous work identified that simultaneous
translation and rotation deteriorates spatial awareness [52, 54].

Hence, we decided to separate transitions into two phases, with
an orbiting (rotation) and a zoom-in phase (translation + scaling),
extending previous viewpoint control approaches [42] and a point-of-
interest based technique [33] that use only rotation and translations.
For this we follow previous work which developed ORBITAND-
ZOOM [40], a technique that starts with orbiting at a constant dis-
tance around the bookmark, until the current view direction aligns
with the target orientation, and then gradually translates and scales
the viewpoint to the target location and LoS (Fig. S.1 in the supple-
mental material). Such an ORBITANDZOOM transition helps the
user to stay oriented [40] better than other alternatives. Another way
to separate transitions into rotation and zoom-in would be to first
zoom in and then to rotate at the target location to match the target
orientation. Yet, previous work found that the rotation at the small
LoS causes a large amount of discomfort and disorientation [40].

4.2 Experimental Design
We used a two factor within-subject design. The first variable was
the Control method for transition: PASSIVE and INTERACTIVE.
The second was the Speed modulation method: CONSTANT and
ADAPTIVE. For PASSIVE, users only had to select a bookmark to
initiate automatic transition with the controller. With INTERACTIVE,
users could control the direction of the animation of the transition by
pressing the right part of the touchpad on the controller to advance
it and the left part to rewind it. CONSTANT adapts the transition
speed proportionally to users’ scale, speeding up at a larger LoS and
slowing down at a smaller LoS. As shown in previous work [34, 71],
basing the speed on the current scale lets users pass big objects faster
at a larger LoS and move slower at a smaller LoS, letting them see the
details that enable spatial understanding at the corresponding scale.
ADAPTIVE uses the same basic speed calculation as CONSTANT but
adds acceleration near obstacles as described in Sect. 3.3.

4.3 Participants
We recruited 16 participants from the local university, seven male
and five female, and the average age was 26.7 (SD=5.21). All had
experience with 3D games and were compensated with 15 CAD.

4.4 Apparatus and Environment
Our experiment was conducted with an HTC Vive HMD, with 1080
× 1200 pixels for each eye, and Vive controllers for input. The ex-
periment was performed in a space of 3 m × 3 m, spacious enough to
let participants turn freely and perform controller-based navigation



in any direction. To evaluate transition control and speed modulation
methods, we designed a MVE based on the narrative and character
design of Alice in Wonderland by Lewis Carroll [68]. Using the Can-
vox system1, we sketched a small town in which several instances
of the main character Alice, scaled to different sizes, are present at
different locations. Each size of Alice represents a LoS that users
need to navigate to. The biggest one at the 1st LoS was 10 m tall,
and the ratios of the instances at the 1st, 2nd, 3rd, and 4th LoS were
512:64:8:1.

The bookmark interface was inspired by Zhao et al. [72] dis-
playing a list of icons that shows thumbnails of places where the
bookmarks were saved (Fig. 3(a)). For interactive navigation, we
adopted a bi-manual technique from previous work [56], which
separates panning and zooming functions onto each controller. We
initially implemented zooming similarly Satriadi et al. [56], where
the scaling center coincides with the controller. However, in an infor-
mal test with lab colleagues, most people struggled with specifying
the correct scaling center to zoom into a house. They frequently spec-
ified the scaling center in front of or behind the house. To address
this issue, we evaluated different scaling centers, such as a position
in front of the user’s head or the center between the two controllers
in a subsequent pilot with four participants. We found that the posi-
tion in front of the user was most reliable and let users get into the
house easier and quicker, which let users complete NAVIGATION
four times faster than the initial design.

4.5 Task
There were two main tasks: BOOKMARK and NAVIGATION. The
first task, BOOKMARK, was to start with a scene overview at the
largest LoS of the environment and visit a bookmark showing a red
target located near Alice at a smaller LoS. When the user selected
the bookmark, a transition according to the current condition was
initiated. During this period, participants were explicitly asked to
pay attention to the shape, color, and layout of objects around the
target, priming them to better understand the spatial context for
the later transitions. They could teleport back to the overview by
selecting the first bookmark icon and visit the target bookmark as
many times as they needed to arrive at this understanding. We
decided to give users the freedom of iterating as many times as
needed (instead of limiting the number of transitions) to minimize
the effect of the difference between participants’ spatial ability on
the results. Once they became familiar with the given structure and
felt confident about locating the red target, they could move on to
the second task, NAVIGATION, by pressing the menu button on the
controller. Upon the menu button press, participants teleport back to
the initial overview position.

When NAVIGATION began, the thumbnail of the target bookmark
was displayed as a reference and participants were asked to move to
this red target using bi-manual navigation. If they reached it within
the time limit (60 seconds), we counted a successful trial, the system
displayed a success message with a chime. If they could not reach it
within time, the system played an error sound and displayed a failure
message. These two tasks were repeated for different bookmarks
with targets at different LoS.

4.6 Procedure
First, participants were asked to complete a brief background ques-
tionnaire. Then, they were asked to put the HMD on and to hold
both controllers while standing in the middle of the experimental
space. They were encouraged to rotate their body freely, but asked
to stay roughly in the middle. Participants encountered the four
conditions, (two Control conditions × two Speed modulation condi-
tions) in counterbalanced order to reduce learning effects. In each

1Canvox [32] affords fast octree traversal and hierarchical-distance field
computation, which is crucial for a smooth navigation experience without in-
troducing notable latency and/or errors in teleportation distance calculations.

condition participants were first instructed on using the current tran-
sition interface and conducted three practice tasks. As we noticed
that different people have different preferences for overall transition
speed, the experimenter manually adjusted a speed gain based on
the participant’s feedback during practice. We found this necessary
to ensure every participant performed BOOKMARK comfortably at
their own pace. Individual speed gains varied at most by 20%, which
affected task completion time to a limited degree. Still, after the
study, the data for navigation performance, such as the number of
transitions, completion time, and navigation error were all normally
distributed, which lets us compare the different conditions with in-
ferential analysis. For practice tasks, the order of LoS at which the
target appeared was randomized. Then, the three sets of main exper-
imental tasks were presented, again in randomized order for LoS.
After each condition, participants were asked to fill out a NASA task
load index questionnaire (NASA-TLX) [30]. Then they experienced
the other three experimental conditions in the order determined by
counter-balancing. We used four similar-looking environments with
different layouts with bookmarks at different locations (i.e., different
locations of houses, objects, and Alice). All techniques had identical
settings for the view parameters. The order of the four environments
presented for each condition was randomly chosen. Once they were
done with a condition, participants completed post-task question-
naires. For each questionnaire, we used a 7-point Likert scale with
items ranging from “Strongly Disagree” to “Strongly Agree”. Also,
we performed semi-structured interviews asking about the advan-
tages and disadvantages of each condition. The used questionnaires
and interview questions are included in the supplemental material.
The study lasted about 70 min on average.

4.7 Results

We analyzed the data for task completion time, error rate, and task
load. We conducted inferential analysis using repeated-measures
ANOVA with α = 0.05 in R. If the data was not normally distributed
we used ART [69] before ANOVA; see Table 1.

Number of transitions: For the BOOKMARK, we measured the
number of transitions each participant triggered by selecting book-
marks. We counted any transitions that progressed from the begin-
ning to the end as one incident of transition, which was trivial with
PASSIVE. With INTERACTIVE, we counted one transition when the
user played the transition forward all the way from the beginning
until they reached the end. Once they got within a clear view of the
target bookmark, we did not observe any participants rewinding all
the way back to the beginning, which could have been counted as a
totally new transition. We identified a significant effect of Control
on the total number of transitions, with no effect of Speed nor an
interaction between Control × Speed.

Task completion time: We analyzed completion times for each
task type individually. ANOVA did not identify a significant effect
of Control nor Speed on completion time for either task.

Pointing error: To analyze spatial orientation error, we first com-
puted the average angle between the vector from the starting position
to the target and the direction of the controller in the user’s domi-
nant hand for all the tasks and compared them between conditions.
Two-way ANOVA did not identify a significant effect of Control nor
Speed on pointing error.

User preferences: We measured user preferences for each condi-
tion using a 7-point Likert scale. We identified a significant effect
of Control but no effect of Speed on preference. There was no
interaction between Control × Speed.

Task Load Index: The two-way ANOVA did not identify a sig-
nificant effect of Control nor Speed on the overall TLX score and
most of the TLX sub categories. However, it identified a significant
effect of Control on performance and effort scores. There was an
interaction between Control × Speed on the effort score. Post-hoc
tests with Tukey-HSD revealed only a significant difference between



Table 1: Descriptive and inferential analysis results of study 1, with significant results highlighted.

INTERACTIVE+ADAPTIVE vs. PASSIVE+ADAPTIVE (p < 0.05).
There were no significant differences between all other pairs. There
was also no difference between Speed modulation methods.

Post-task Interview Responses: Most participants preferred the
INTERACTIVE Control method over PASSIVE, and reported that it
helped them to understand the space better. P12 and P13 stated that
they could “go back and forth” to locate the target and learn the
surrounding area. P16 and P17 also mentioned that they could go
back if they “missed” any spatial information along the way. P7 and
P9 said they liked INTERACTIVE because they could “pause and
look around”, to learn “reference points” (i.e. landmarks) and the
spatial layout. Also, participants stated that INTERACTIVE alleviated
motion sickness and reduced task load. P8 and P15 said that interac-
tive control of the pace led to lower effort for “learning the space”.
Having interactive control seems to have also reduced the incidence
of (mild) motion sickness-related symptoms, such as eye strain (P5),
motion sickness (P15), and dizziness (P4, P6). Two participants did
not like INTERACTIVE because the control was difficult to learn (P3)
and prevented them from observing the space (P19).

For Speed modulation, participant opinions were divided: some
preferred ADAPTIVE and others CONSTANT. The participants who
preferred ADAPTIVE explained that it was more efficient as it min-
imizes the moment where their vision was obscured “by the wall”
(P10, P12, P13) and avoids the “visual time-out” where they lost
track of landmarks for a moment (P9, P18, P19). One participant
liked ADAPTIVE only with INTERACTIVE, since the acceleration
was perceived as jarring when it was not manually controlled (P17).
Interestingly, a few participants mentioned that ADAPTIVE feels
smoother (P20) and more reactive, which made the experience more
“engaging” and “real” (P6, P16, P18). On the other hand, partici-
pants who preferred CONSTANT reported that the abrupt speed-up
with ADAPTIVE interfered with remembering object locations (P3,
P14, P15) and made them feel dizzy (P4, P5).

4.8 Discussion
INTERACTIVE was strongly preferred over PASSIVE and signifi-
cantly reduced the total number of transitions without using more
time to finish BOOKMARK. For the BOOKMARK at each LoS, IN-
TERACTIVE significantly reduced the number of transitions at the
3rd and 4th LoS but not at the 2nd. The average completion time for
INTERACTIVE was larger than for PASSIVE at the 2nd LoS, although
the difference was not significant. These results may indicate that
the users did not seem to get much of an advantage when using
INTERACTIVE for the BOOKMARK at the 2nd LoS, where there are
only a few levels to zoom-in. Because they only had to pass through
one layer (a wall of a house) to get into the 2nd LoS, it was easy
to understand the spatial relationship between the 1st and 2nd LoS
without rewinding the transition. Thus, we find that active control of
transitions can lengthen the time for completing simple tasks. Yet,
when users had to pass through two or more layers, they needed to

remember the spatial relationships between multiple nested levels,
a challenging task that rarely occurs in the real world. We believe
this explains why participants rewound transitions more frequently
with INTERACTIVE, rather than executing the whole transition more
often, which led to higher transition counts with PASSIVE. Yet,
further study is warranted. Overall, while there was no significant
difference in task completion time, participants judged INTERAC-
TIVE to be more efficient and to facilitate spatial understanding more,
as it helped them to observe the space better, letting them choose
the transition pace and interactively control the transition direction.
We hypothesize that in a more complex VE with additional LoS we
might observe a stronger difference between Control methods.

Even though the difference was not significant, ADAPTIVE re-
quired a higher number of transitions due to the sudden speed-up
while passing through the layer that surrounds each LoS, which
might have confused users and caused them to execute the tran-
sition again with PASSIVE. Yet, the NASA-TLX results showed
that INTERACTIVE increases users’ confidence (e.g., performance
score) while requiring less effort compared to PASSIVE. While there
was no significant difference between ADAPTIVE and CONSTANT
in users’ confidence, a majority of the participants made positive
comments about the combination of ADAPTIVE and INTERACTIVE
as it is more efficient, engaging, and feels smoother. We believe that
the strength of this combination lies in the ability not just to allow
users to actively skip parts of a transition where occlusions occur
but also the ability to rewind to a previous viewpoint, in case the
user missed important features along the path.

Overall, our results partially support H1 that giving users in-
teractive control of viewpoint transitions in MVEs helps them to
understand the space better when the MVE has a complex hierarchi-
cal structure. H2 is also partially supported in that modulating the
transition speed based on the object proximity improved the user ex-
perience in the MVE to the extent that object proximity-based speed
modulation increased users’ perceived performance and engagement
if transition control is also provided. Overall, we believe that INTER-
ACTIVE with ADAPTIVE provides the best user experience among
the four combinations of Control × Speed methods.

5 USER STUDY 2: MIXED TRANSITIONS

Mixed transition techniques can help users maintain orientation and
build a cognitive map while transitioning to a distant POI. Previous
work [40] had identified that ORBITANDZOOM helped users main-
tain spatial orientation by showing how the view direction rotates at
the global level rather than at the local level (ZOOMANDROTATE) or
rotating simultaneously while zooming in (CURVILINEARZOOM).
Thus, we investigate in our second study how similar transition
techniques affect navigation performance and usability when they
are integrated into mixed transition techniques that involve not only
zoom-in but also zoom-out transitions.



5.1 Design
We developed three mixed transition techniques for our study (Fig. 1).
MIXEDSTRAIGHTZOOM first zooms out to the lowest common
ancestor LoS, then zooms in straight to the selected bookmark.
Based on the findings of previous work, where egocentric virtual
rotation caused severe disorientation and sickness at a small LoS
[40], we decided to eliminate the last rotation component of ZOOM-
ANDROTATE when designing MIXEDSTRAIGHTZOOM to help users
to maintain their orientation better. Instead of virtually rotating
the view direction at the target location, we let participants turn
by themselves towards the target, supported by a corresponding
direction indicator. MIXEDORBITANDZOOM was also built on
top of the one of the zoom-in techniques, which first zooms out to
the overview, orbits around the selected bookmark, and zooms in
straight just as ORBITANDZOOM. MIXEDCURVILINEARZOOM is
a hybrid technique, which first zooms out and then simultaneously
zooms in and orbits around the bookmark like CURVILINEARZOOM.
In addition to the three mixed transition techniques, we added a
speed modulation feature that slows the transition to a stop as the
zoom-out and orbit conclude and then speeds up for the next phase
of the transition. We implemented this to address an issue brought
up in comments to study 1, that abrupt changes in transition (e.g.,
from orbiting to zoom-in) were surprising. The speed modulation
mentioned above addresses such issues by applying ease-in and
ease-out effects to the transition speed between the phases to help
users perceive the change in transition in a more unobtrusive way.

5.2 Hypotheses
Based on the results of user study 1, we hypothesize that:

• H3: MIXEDORBITANDZOOM is slower for the BOOKMARK
than the other two techniques.

• H4: MIXEDORBITANDZOOM helps maintain spatial orien-
tation better than MIXEDCURVILINEARZOOM and MIXED-
STRAIGHTZOOM.

H3 is motivated by previous work that compared three zoom-in
transition techniques in an MVE [40]. That study showed that for
completing a task similar to BOOKMARK, ORBITANDZOOM takes
more time than a technique that simultaneously orbits and zooms in.
MIXEDORBITANDZOOM is almost the same as ORBITANDZOOM,
except for the initial zoom-out step. H4 is also based on ORBIT-
ANDZOOM supporting spatial orientation better than other methods
for zoom-in transitions in previous work [40]. We thus postulate that
MIXEDORBITANDZOOM supports mixed transition scenarios, too.

5.3 Participants
Similar to previous work that assesses spatial awareness performance
of transition techniques using pointing tasks, e.g., [52], we targeted
18 participants (n=18). We recruited new participants from the
local university, seven male and five female, with average age 27.4
(SD=4.64). Six were heavy gamers but did not show any distinct
behavior or difference in performance in the experimental tasks. All
participants were compensated with 15 CAD.

5.4 Apparatus and Environment
We used the same hardware, bookmark interface, and physical setup
as in Study 1. We created three versions of a MVEs with different
spatial layouts and randomized their order for each participant.

5.5 Task
As in Study 1, there were two main tasks: BOOKMARK and NAV-
IGATION. However, unlike Study 1, the transitions did not begin
at a scene overview. BOOKMARK and NAVIGATION were adapted
to the scenario where users travel to a distant POI at a small LoS
in a different part of the LoS hierarchy. For BOOKMARK, users

had to visit the first and second bookmarks, going back and forth
three times. While transitioning to a bookmark they selected, we
asked participants to specifically focus on the spatial information
that would be needed to perform the following NAVIGATION, includ-
ing the location of the giant Alice, the locations and features of the
two houses where the two bookmarks are located, the hierarchical
LoS structure in the houses, and the locations of the two small Alices
at the bookmarks. Also, we asked participants to match their view
direction with the target orientation at the bookmark by turning their
head or body when the transition finished. After BOOKMARK, they
were asked to perform the NAVIGATION, in which they first pointed
directly to a location in front of the giant Alice and then flew straight
to it. The pointing task is similar to previous studies, where it has
been shown to be effective in assessing spatial orientation perfor-
mance [6, 49, 52, 65, 66]. Yet, we adapted the analysis to the 3D
pointing scenario, and thus compare not only the pointing accuracy
in yaw but also in pitch. Once participants reached the target at the
giant Alice, they were asked to fly straight to the small Alice at the
second bookmark.

5.6 Procedure

We followed a similar procedure to the study in previous work [40],
i.e., two blocks of BOOKMARK and NAVIGATION for each condition.
For each blcok, similar-looking environments with different object
configurations were presented. The same pre-task questionnaires
as in Study 1 for participants’ background, and similar post-task
questionnaires and interview questions were used to ask about their
overall ratings for the three conditions and the reason why they
gave the ratings. We also used questionnaires after each condition
to record task load. The order of conditions was again counter-
balanced.

5.7 Results

To analyze the collected data for angular error, response time,
and task completion time, we conducted inferential analysis using
repeated-measures ANOVA with α = 0.05 in R. For NASA-TLX
and Subjective Ratings, we conducted analysis non-parametric anal-
ysis using ART [69] before the ANOVA; see Table 2 for details.

Angular Error: To analyze spatial orientation, we computed the
angular error between the target vector from the current position to
the giant Alice and the first directional vector of the controller when
users start pulling the trigger to initiate flying. This is an effective
way to assess users’ spatial orientation accuracy because the giant
alice is not visible from the location at the caterpillar lair where
NAVIGATION starts so they only have to depend on their sense of
direction. The ANOVA identified a significant effect of Technique
for the first block. For the second block, the ANOVA did not identify
a significant effect of Technique.

Response Time: To assess response time for each technique in
NAVIGATION, we measured the time between when each NAVIGA-
TION started and when the user first pulled the trigger while pointing
at the giant Alice. Previous work showed that response time in a spa-
tial pointing task reliably measure users’ cognitive load for spatial
orientation [1]. The two-way ANOVA identified a significant effect
of Technique for the first block, but not for the second block.

Task Completion Time: We analyzed the task completion time
for each type of task individually. The ANOVA did not identify a
significant effect of Technique on completion time for either one.

NASA-TLX: One-way ANOVA identified a significant effect of
Technique on the overall NASA-TLX score as well as on the per-
formance, effort, and frustration TLX categories, but not on mental,
physical, nor temporal demand.

Subjective Ratings: We measured subjective ratings on user’s
preference, ease of use, spatial awareness, efficiency, spatial orien-
tation, and sickness reduction for each condition using a 7-point



Table 2: Descriptive and inferential analysis results of study 2, with significant results highlighted.

Likert scale. See section 1 in the supplemental material for the ques-
tionnaires. The one-way ANOVA identified a significant effect of
Technique on preference, ease of use, spatial awareness, efficiency,
and spatial orientation.

Post-task Interview Responses: Participants commented posi-
tively about MIXEDORBITANDZOOM supporting their spatial un-
derstanding and orientation and that it provides an “overview of the
layout and topography” (P6, P8), and “helps understand the location
of each item and object” (P1, P3). P1 specifically mentioned that it
“gave enough time to process all the thing(s) that were happening
around me.” Participants also appreciated that MIXEDORBITAND-
ZOOM was “easy to follow” (P3, P11), “much smoother” (P6), and
“less effort” (P3) to perform the spatial tasks. However, several par-
ticipants who preferred MIXEDSTRAIGHTZOOM thought that the
orbiting phase was confusing since it “forces you to change perspec-
tive regarding Alice’s position when [the] angle changes” (P0), or
“rotation makes it harder to remember where you came from” (P19).
P0 and P19 commented similarly on MIXEDCURVILINEARZOOM.

MIXEDCURVILINEARZOOM got positive feedback for efficiency
and smoothness, such as “fast and efficient” (P5, P15, P16, P17),
“feels smooth and flexible” (P9, P12, P13, P14), and “easy to use”
(P2, P7, P10, P15). P2 mentioned that the technique made it easier
“to remember orientation” as it moves “for you.” Negative comments
for this technique mentioned causing dizziness (P2, P4, P8), being
confusing (P8, P14), being difficult to track the movement (P0, P19),
and not being able to see the overview long enough (P13).

Some preferred MIXEDSTRAIGHTZOOM as it was intuitive (P0),
and easy to understand the simple movement (P8, P14, P19). How-
ever, the majority did not like it due to the difficulty of maintaining
a sense of direction with it. The need to physically turn at the
end of the transition disoriented users (P1, P6, P7, P10, P16, P17),
increased mental demand (P2, P3, P4, P12, P13, P15), and hin-
dered spatial context understanding (P5, P14). People who disliked
MIXEDSTRAIGHTZOOM stated that it did not allow them see the
overview long enough (P1, P10), forced them to reorient after arriv-
ing at the target (P16, P17), and that they lost track of the landmark’s
locations outside the house (P1, P2, P6, P17)

5.8 Discussion
MIXEDORBITANDZOOM exhibited the best results in terms of an-
gular error and response time for NAVIGATION, performance, frus-
tration, effort, and overall scores in the NASA-TLX, and most cate-
gories except for sickness reduction in subjective ratings. MIXED-
ORBITANDZOOM exhibited significantly better accuracy (i.e., angu-
lar error) for the initial navigation direction in the first block, which
aligns with the subjective spatial awareness scores. Even though

we did not see a significant difference in accuracy in the second
block, the technique still significantly reduced the response time
for the initial pointing in NAVIGATION. These results indicate that
participants’ ability to maintain orientation with the three transitions
was improved by repeating the task which led to similar pointing
accuracy, but they spent significantly less time using MIXEDORBIT-
ANDZOOM to orient themselves once they adapted to the task itself.
Many participants also expressed their confidence and ease in main-
taining a sense of direction and an understanding of space in the
post-task questionnaires and interviews. These results support H4.
While MIXEDORBITANDZOOM supports spatial orientation and
helps users understand the space better, it did not lead to longer times
for finishing BOOKMARK, even though the transition took longer.
This result rejects H3. We believe that MIXEDORBITANDZOOM’s
better support for spatial orientation made participants pause less to
reorient themselves when the transition was done.

MIXEDCURVILINEARZOOM received similar scores with
MIXEDORBITANDZOOM in many subjective measures and TLX
categories. However, this technique significantly increased the point-
ing error over MIXEDORBITANDZOOM. These results resonate
with the findings in a previous study [52] where simultaneous trans-
lation and rotation leads to disorientation and increase the pointing
error. The MIXEDCURVILINEARZOOM technique combines trans-
lation and rotation components into one transition motion which
caused significant disorientation and dizziness. While MIXED-
ORBITANDZOOM also combines translation and rotation compo-
nents for the orbiting motion, the results of study 2 showed that
this combination helps users understand their spatial relationship
to the environment rather than causing disorientation for the mixed
transition as well.

Interestingly, we found a distinct group of participants who prefer
MIXEDSTRAIGHTZOOM over the other two techniques. This group
seems to have used different strategies and we hypothesize that they
were mainly depending on route knowledge (while the others were
depending more on survey knowledge for wayfinding). In their
post-task questionnaires and a follow-up interview, people in this
group explained that they focus more on the direction where they are
going instead of understanding their relative position in the space.
However, the lack of rotational transition of MIXEDSTRAIGHT-
ZOOM from the vantage point created a higher effort to assess their
self-orientation after physical turning, which increased response
time. We previously observed a similar problem with ZOOMAND-
ROTATE, which motivated us to eliminate the rotational transition
at the end when developing MIXEDSTRAIGHTZOOM. However,
eliminating the rotational transition and giving users vestibular and
proprioceptive feedback by asking them to rotate physically still did



not address this challenge adequately.

6 OVERALL DISCUSSION FOR MULTISCALE TRANSITIONS

6.1 Trajectory

Separating the rotational component of zoom-in and mixed transition
shows a number of benefits in terms of spatial awareness, orientation,
and usability (task load). Moreover, when designing transitions that
include rotations, the order of rotation and zoom-in also affected
navigation performance. Orbiting at a large LoS before zooming
in to a small LoS not only supported users in building a cognitive
map of the environment but also helped them keep track of where
they were heading with respect to their surroundings. Rotating after
zooming in to a small LoS increased mental load and was prone to
participants losing track of the landmarks regardless of whether the
rotation was done physically by the user or virtually by the system.
Thus we do not consider this a good design choice.

We also found that any rotational component during zoom-out
transitions confused users and caused disorientation. For scenarios
where zooming out is necessary, such as in mixed transitions between
different LoS, we presented an effective design for zooming out to
a larger LoS. However, our zoom-out technique does not apply in
transitions to a target bookmark that is at the immediate parent LoS.
In this case, we suggest designing a mixed transition that first zooms
out to the lowest common ancestor of the current and the target LoS
in the hierarchy and then zooms into the target (see Fig. 2).

Even though we pre-defined the LoS hierachy for user study 2,
ORBITANDZOOM and MIXEDORBITANDZOOM can support the
user’s spatial awareness even without a pre-defined hierarchy. De-
pending on the visibility of the target LoS from the current LoS, the
system can automatically determine whether a zoom-in or mixed-
transition should be initiated. For example, if the target is at a
smaller LoS and visible from the current viewpoint, the system can
simply initiate ORBITANDZOOM. If it is not visible or is visible but
at a larger LoS, the system can initiate a MIXEDORBITANDZOOM
where it first zooms back out until both initial and target viewpoints
are visible within the user’s FOV, then execute ORBITANDZOOM.

6.2 Interactive Control

In general, users preferred having interactive control of transitions
since it increased confidence by letting them determine the timing of
the transition and even rewind the transition to understand the hierar-
chical relationships between LoS rather than executing the transition
repeatedly. However, giving them the control of the transition may
delay the user flow in a few scenarios, such as VR authoring, where
users switch frequently among their bookmarks, e.g., to make con-
sistent changes in two distant places, such as changing the design of
Alice’s hair band in two different places. Thus, we suggest designing
the input method for bookmark navigation so that it does not overlap
with other input modes for authoring tasks, so that users can stop,
fast forward, or rewind the transition whenever they want to interrupt
their main authoring tasks as little as possible.

6.3 Speed Modulation

Proximity-based speed modulation did not significantly improve
navigation performance nor usability. However, ADAPTIVE showed
potential when combined with INTERACTIVE where users can mini-
mize the duration of their sight being blocked by a wall while pass-
ing through it. When there was no control over the timing, sudden
changes in transition speed may be jarring to users, but our study 1
results also showed that when users have control over the timing
of such changes, it can help improve the user experience without
surprising them. Further study is warranted to investigate whether
other speed modulation [2, 23] and scale adaptation methods [4] can
enhance not just usability but also navigation performance when
being used with interactive control.

Our speed adaptation method was designed for MVEs with a
nested structure, i.e., nested objects, where each LoS is (potentially)
completely enclosed by walls and ceilings or continuous surfaces
without an opening, and where the user has to pass through a surface
to get inside other objects. For simpler scene configurations other
designs could work, too. For example, if the MVE consists only
of a flat surface, such as a 2D map in VR, or a single sphere, such
as Google Earth VR, a transition method could accelerate before
stopping at a target bookmark. Also, if the MVE is an mostly open
environment, such as a solar system, where all objects float in space,
and one does not need to pass through walls, the transition speed
could increase while passing by other planets or asteroid belts. In
both approaches, these sudden speed-ups might be perceived as un-
predictable, potentially disrupting users from maintaining spatial
orientation. Yet, we had to disregard these simpler approaches, be-
cause we wanted to ensure that our method works in general MVEs
that contain even geometrically fully nested structures. Future work
is needed to improve our method so that it detects simpler cases and
then potentially suppresses unnecessary acceleration. In addition, it
would also be worthwhile to test different speed adjustment methods
presented in previous work [3, 23] in such environments to assess
their effectiveness.

6.4 Cut-away Visualization

The vast differences in scale and distances in MVEs make cut-away
visualization challenging. We initially tried a fixed size cut-away
and one that scales proportionally to the user, but both options yield
results that are either too small or too large (encompassing even
whole houses in our MVE). Thus, the size of a cut-away would also
need to (at least) depend on the distance to the next object along the
movement direction, and we will explore this in the future.

7 CONCLUSION AND FUTURE WORK

We studied viewpoint transitions for bookmark navigation in a com-
plex virtual environment with multiple levels of scale, extending pre-
vious work that focused only on an environment with a single level
of scale or on transitions method that simply interpolate position and
scale. In study 1, we developed a zoom-in transition technique and
evaluated a new control method that lets users interactively control
the zoom-in speed and direction. The results showed that having
active control improve users’ spatial awareness and performance in
spatial learning tasks in MVEs. We also evaluated a method that
automatically modulates speed based on object proximity and found
advantages when combined with interactive control. In study 2,
we developed three mixed transition techniques that involve both
zoom-out and zoom-in to transition to a distant target. The results
showed that a technique that zooms out straight, orbits to reorient the
user, and then zooms in showed the best performance in supporting
spatial orientation, usability, and preference scores. For both our
studies, each statistically significant result showed a large effect size,
traditionally defined as η2 > 0.14, which indicates that our results
should be robust. Still, we did not see many power levels above 80%,
so it may be necessary to replicate our work with larger participant
numbers to verify the results. Some open questions remain. First,
we want to follow up on the different navigation strategies we ob-
served in study 2. Second, research on the effectiveness of different
speed modulation methods within MVEs with different geometrical
configurations, such as open spaces, would also be meaningful.
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