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Figure 1: Experimental setup and apparatus. (a) A downward-facing Leap Motion attached to the bottom of the headset at an
appropriate angle. (b) A participant performing the experiment. (c) TheVR scene. In the pinch condition, subjects pinchedwith
the palm either (d) facing horizontal towards their non-dominant side, (e) at approximately 45°with the floor, or somewhere in
between. Figures (d) and (e) illustrate approximate views of the hand from the LeapMotion (cropped for illustration purposes).

ABSTRACT
While a pinch action is gaining popularity for selection of virtual
objects in eye-gaze-based systems, it is still unknown how well this
method performs compared to other popular alternatives, e.g., a
button click or a dwell action. To determine pinch’s performance
in terms of execution time, error rate, and throughput, we imple-
mented a Fitts’ law task in Virtual Reality (VR) where the subjects
pointed with their (eye-)gaze and selected / activated the targets by
pinch, clicking a button, or dwell. Results revealed that although
pinch was slower, made more errors, and had less throughput com-
pared to button clicks, none of these differences were significant.
Dwell exhibited the least errors but was significantly slower and
achieved less throughput compared to the other conditions. Based
on these findings, we conclude that the pinch gesture is a reasonable
alternative to button clicks for eye-gaze-based VR systems.

CCS CONCEPTS
• Human-centered computing → Virtual reality; Pointing de-
vices; HCI theory, concepts and models.
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1 INTRODUCTION
The addition of hand- and eye-trackers to Virtual Reality (VR)
headsets has opened up alternative ways of interaction in VR. A
hand tracker built into a VR headset [HTC 2019] or attached to it
[Batmaz et al. 2020b] obviates the need to hold an extra device, such
as a VR controller or keyboard [Pfeuffer et al. 2017]. This option
then enables users to move more freely in the environment as well
as increases their sense of presence and embodiment [Chiu et al.
2019].

Similarly, pointing with one’s eye-gaze (referred to as gaze in the
rest of this paper) has benefits [Jacob 1991]. Using gaze allows VR
interaction designers to take advantage of faster pointing actions
for selection tasks [Blattgerste et al. 2018], requiring less muscle
movement and therefore energy [Sidenmark and Gellersen 2019a].
Gaze also provides an alternative way of interaction for patients
with limited muscle control [Kumar et al. 2017]. Yet, an issue with
gaze-only systems is the reliability of selecting / activating a target.
While gaze can move very fast (up to 900°/𝑠 [Bahill et al. 1975]), it
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does not provide a direct way to indicate selection / activation of
a target. The most commonly-used form of gaze-only selection /
activation technique is dwell, i.e., fixating ones’ gaze on the target
for a certain dwell time [Hansen et al. 2018; Majaranta et al. 2009;
Mott et al. 2017; Schuetz et al. 2019]. Beyond dwell, gaze has also
been supplemented by button clicks, speech, gaze gestures, and
other methods for the selection / activation step [Esteves et al. 2020;
Pai et al. 2019; Piumsomboon et al. 2017]. Previous work [Choe et al.
2019; Esteves et al. 2020; Hassan et al. 2019; Rajanna and Hansen
2018; Zhang and MacKenzie 2007] identified that the button click
typically outperforms all other selection techniques.

Hand gestures have also been proposed as a means to select
/ activate targets [Esteves et al. 2020; Jimenez and Schulze 2018;
Pfeuffer et al. 2017]. With the goal of moving towards more natural
forms of interaction [Mine 1995], researchers have experimented
with different types of hand gestures to manipulate a virtual object
[Canare et al. 2018; Ryu et al. 2019; Speicher et al. 2018]. As it is easy
and comfortable to perform and reliable to recognize, the pinch
gesture has frequently been proposed and used for selection and
manipulation of both 2D and 3D virtual targets [Chatterjee et al.
2015; HoloLens 2019; Jimenez and Schulze 2018; Kosunen et al. 2013;
Pfeuffer et al. 2017; Surale et al. 2019; Wilson 2006].

However, even with its increasing popularity, there is no study
on how well the pinch gesture performs for selection tasks compared to
other popular alternatives for gaze-based systems, specifically, button
click or dwell. To answer this research question, we implemented
a gaze-based ISO 9241-411 Fitts’ law task [Bækgaard et al. 2019;
ISO 9241-411:2012 2012; Pai et al. 2019] in VR. Our main contribu-
tion here is a rigorous performance comparison for pinch, button
click, and dwell in terms of pointing execution time, error rate, and
throughput. In the process, we also evaluated how effective the
pinch gesture is for selecting / activating targets compared to the
other two conditions.

2 LITERATURE REVIEW
2.1 Fitts’ Law and Throughput
Fitts’ law has been used to model the human movement time in
human-computer interaction (HCI) studies. In our study, we used
the Shannon formulation [MacKenzie 1992] of Fitts’ law, as in
Equation 1:

Movement Time (MT ) = 𝑎 + 𝑏 ∗ 𝑙𝑜𝑔2
(
𝐴

𝑊
+ 1

)
= 𝑎 + 𝑏 ∗ 𝐼𝐷 (1)

Here, A andW represent the target distance and size, and a and b
are empirically derived via linear regression. The logarithmic term
in Fitts’ law is known as the index of difficulty ID and represents
the task difficulty.

We use throughput, also known as the index of performance,
to quantify the overall user performance. We use the measures
proposed in ISO 9241-411:2012 [2012] to assess the participants’
throughput performance.

Throughput =
(
Effective Index of Difficulty

MovementTime

)
=

(
𝐼𝐷𝑒

𝑀𝑇

)
(2)

According to ISO 9241-411:2012 [2012], the effective index of
difficulty 𝐼𝐷𝑒 in Equation 2 represents the precision achieved by

the users and is calculated as:

IDe =

(
𝐴𝑒

𝑊𝑒
+ 1

)
=

(
𝐴𝑒

4.133 ∗ 𝑆𝐷𝑥
+ 1

)
(3)

Here,𝐴𝑒 represents the effective target distance, i.e., the distance
traveled between two selection points.𝑊𝑒 represents the effective
target width, where the width of the distribution of the selection
points is calculated as 4.133 × 𝑆𝐷𝑥 , with 𝑆𝐷𝑥 being the standard
deviation of the selection coordinates. 𝑆𝐷𝑥 measures participants’
accuracy [MacKenzie 1992].

2.2 Fitts’ Law and Eye-Gaze Tracking
Gaze-based selection has been studied and analyzed with Fitts’
law-like tasks on 2D screens [Chatterjee et al. 2015; Isomoto et al.
2018; Schuetz et al. 2019] as well as in head-mounted displays
(HMDs) [Bækgaard et al. 2019; Esteves et al. 2020; Hansen et al.
2018; Pai et al. 2019; Qian and Teather 2017]. Since gaze moves
very quickly, directly comparing it with other input modalities,
such as a mouse, is challenging [Schuetz et al. 2019; Sibert and
Jacob 2000]. Gaze as an interaction modality for selection can only
be compared to other input modalities when it is supplemented
with appropriate selection / activation methods. Nonetheless, Fitts’
law still applies to gaze [Teather and Stuerzlinger 2014; Wu et al.
2010; Zhang and MacKenzie 2007], especially when one considers
that after a main target-directed saccade, targets are still subject
to secondary, “corrective” movements of the gaze [Schuetz et al.
2019].

2.3 Interaction with Virtual Content using
Hand Tracking

In recent VR pointing studies [Batmaz et al. 2020b; Mutasim et al.
2020], participants used their dominant hand’s index finger to press
/ select virtual buttons in a VR-based eye-hand coordination task.
A similar technique was employed by Speicher et al. [2018] for
typing on a virtual keyboard with both hands. Esteves et al. [2020]
instructed their subjects to make a finger circle gesture to trigger
a selection. A grab and release hand gesture (making / opening a
fist) has also been proposed to drag-and-drop 2D objects [Canare
et al. 2018]. Chatterjee et al. [2015] used both gaze and pinch ges-
tures to improve pointing on a 2D screen. In their approach, the
(approximate) position of the gaze cursor could be manipulated
more precisely by pinching and pointing with the hand. Once the
hand-controlled cursor was inside a target, releasing the pinch ges-
ture activated it. Similarly, pinch, hold and drag, and un-pinch was
also investigated to select, drag, and release virtual 2D [Kosunen
et al. 2013] and 3D [Pfeuffer et al. 2017; Velloso et al. 2015] objects.
Pinch was also used to simply activate a target in VR both with
[Pfeuffer et al. 2017; Velloso et al. 2015] or without [HoloLens 2019;
Jimenez and Schulze 2018] gaze. However, it is still unknown how
well pinch performs as a selection / activation method in terms
of execution time, error rate, and throughput compared to other
popular alternatives.
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2.4 Activation Methods for Head- and
Eye-Gaze-Based Systems

Although dwell is the most common form of gaze-only activation
method in the literature [Hansen et al. 2018;Mott et al. 2017; Schuetz
et al. 2019], it has several disadvantages [Mott et al. 2017; Sidenmark
and Gellersen 2019b], including being slow. Thus, researchers have
previously investigated ways to improve this technique [Isomoto
et al. 2018; Mott et al. 2017] or find alternatives to it. A comparison
of activationmethods such as button clicks, hand gesture, dwell, and
speech found that button clicks were the fastest method while dwell
made the least errors [Esteves et al. 2020]. Similar findings were
reported by Choe et al. [2019] and also apply to mobile touchscreen
buttons [Yu et al. 2017]. Recently, Lu et al. [2020] studied eye blinks
as an alternative to dwell for head-gaze pointing and found that
blinks performed better than dwell. Several types of gaze gestures
have also been explored in the past as a means to activate a target
[Feng et al. 2014; Hyrskykari et al. 2012; Møllenbach et al. 2010;
Patidar et al. 2014; Piumsomboon et al. 2017; Sidenmark et al. 2020].
Further, similar studies on activation techniques can also be found
in the literature, e.g., [Hansen et al. 2018; Hassan et al. 2019; Pai
et al. 2019; Rivu et al. 2019]. The fact that many different activation
methods have been investigated by researchers underlines the need
for a well-performing alternative to button clicks in gaze-based
systems.

3 USER STUDY
3.1 Participants and Apparatus
12 participants (6 female) took part in the study. Their average age
was 30.42 ± 4.66 years and all of them were right-handed. 9 and
3 participants mentioned that their right and left eye was their
dominant one respectively.

The system was developed in Unity3D on a computer with i7-
4790 processor, 16 GB RAM, and a GTX 1060 graphics card. An
HTC VIVE Pro Eye VR headset was used in the experiment, which
has a resolution of 2880×1600 pixels, 90 Hz refresh rate, and 110°
(diagonal) FOV. The built-in Tobii eye-tracker in the headset trans-
mits data at the rate of 120 Hz and is accurate to 0.5-1.1°. To track
hand movements, a Leap Motion was attached below the headset
(see Figure 1a).

3.2 Conditions and Implementation
• Pinch: We detect pinch actions through the Leap Motion.
The system was designed in a way so that, to perform two
consecutive pinches, one has to pinch, un-pinch (release
the pinch), and pinch again. In other words, holding a sin-
gle pinch even when the gaze moved was classified as only
one action. Whenever the system detected a pinch, auditory
feedback was given to the user. Subjects pinched with their
dominant hand. They were asked to do the experiment while
standing and to keep their elbow reasonably close to their
body with the arm extended away from the body (see Fig-
ure 1b). Based on our pilot studies, this resulted in better hand
tracking as there was less confusion with other body parts,
e.g., the legs while sitting. Also, with the support of the body
for the elbow, this was the least tiring position, minimizing

the Gorilla Arm issue [Jang et al. 2017; Velloso et al. 2015].
To enable this posture, the Leap Motion was attached below
the headset facing downward at an angle to clearly capture
the extended arm and hand (see Figure 1a). Subjects pinched
with the palm either facing horizontal towards their non-
dominant side (see Figure 1d), at approximately 45° to the
floor (see Figure 1e), or somewhere in between, whichever
resulted in better pinch recognition. For both hand postures,
subjects were instructed to keep their other three fingers
(reasonably) wide open so that the hand tracker did not, e.g.,
confuse the middle finger for the index finger (due to palm
occlusion).

• Click: For the click condition, participants simply pressed the
trackpad on the Vive VR controller. We chose the trackpad
over the trigger as the trackpad has a shorter travel distance.

• Dwell: Here, the user’s gaze has to dwell on a target for 300
ms to activate it. This also means that if the user dwelled
on a non-target for 300 ms, they would end up making an
incorrect selection. We used 300 ms, as this value has been
identified as one of the most feasible dwell times (in terms
of speed and avoiding the Midas touch problem) in several
studies [Bækgaard et al. 2019; Hansen et al. 2018; Hassan
et al. 2019; Majaranta et al. 2009; Shakil et al. 2019]. Upon
activation of a target, auditory feedback was given to the
participants.

3.3 Hypotheses
Several past studies reported technical and physical limitations of
the Leap Motion and therefore, sometimes poor hand and finger
tracking, resulting in pinch recognition issues [Canare et al. 2018;
Pfeuffer et al. 2017; Speicher et al. 2018; Surale et al. 2019]. Thus
we were not surprised that we noticed the same issue in our pilots,
where participants, at times, had to pinchmore than once to activate
a target. Optimizing the user posture in our final design avoided
pinch detection issues as far as possible (without instrumenting the
hand). As we could not guarantee 100% reliable pinch detection,
we still hypothesize that H1. button click will perform signifi-
cantly better than pinch. Based on the findings of Esteves et al.
[2020] and Choe et al. [2019], we also hypothesize that H2. the
dwell condition will have the least amount of errors.

3.4 Procedure
All participants experienced all three conditions, presented in coun-
terbalanced order using a Latin square design. They initially signed
a consent form, followed by filling a demographic questionnaire.
After an experimenter explained the task, participants were given
practice trials to familiarize themselves with each of the three tech-
niques until they felt ready. Participants then started the main
experiment by first performing Tobii Eye Tracking’s 5-point cali-
bration. Then, they were instructed to perform the pointing tasks
as quickly and accurately as possible. Participants stood at the cen-
ter of the tracking area during the experiment. At the end of all
the three conditions, participants filled out a short questionnaire
where they were asked to share their feedback for each condition.
Whenever participants struggled to accurately point to a target,
we gave them the option to calibrate the eye-tracker again. This
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Figure 2: For each condition, a single round of trials com-
prised of one target size at one target distance with 11 tar-
gets.

Table 1: RM ANOVA results for Time, Error Rate, and
Throughput across Selection Techniques and ID.

Selection
Techniques ID Selection

Techniques × ID

Time 𝐹 (2, 22) = 45.95
***, 𝜂2 = 0.81

𝐹 (21, 231) = 9.15
***, 𝜂2 = 0.45

𝐹 (42, 462) = 1.75
**, 𝜂2 = 0.14

Error rate 𝐹 (1.25, 13.71) = 65.37
***, 𝜂2 = 0.86

𝐹 (21, 231) = 4.42
***, 𝜂2 = 0.29

𝐹 (42, 462) = 1.61
*, 𝜂2 = 0.13

Throughput 𝐹 (2, 22) = 32.85
***, 𝜂2 = 0.75

𝐹 (21, 231) = 3.53
***, 𝜂2 = 0.24

𝐹 (42, 462) = 1.58
*, 𝜂2 = 0.13

happened only once during the experiment for each of (just) four
participants.

Subjects performed an ISO 9241-411 pointing task. Similar to
previous work [Batmaz et al. 2020a], the stimulus comprised of 11
targets which appeared in a circular arrangement equally distant
from each other. The first target was chosen at random and the next
targets alternated across the center of the circle. This alteration
of targets was either in a clockwise or anti-clockwise direction
for each “round” of trials (see Figure 2), determined randomly by
the software. The experiment comprised of five target sizes (2°,
2.25°, 2.5°, 2.75°, or 3°) each of which was repeated for five target
distances (6°, 7.5°, 9°, 10.5°, or 12°). As we use a distal pointing
paradigm, we specified all sizes and distances through angular
measures to make the results independent of the actual dimensions
and how far the targets were away from the user. Based on our
pilot studies, the maximum target distance was restricted to 12°
as we wanted to minimize participants’ head movements to make
the experiment less tiring. Each condition took about 7 minutes.
In total the whole experiment lasted about 40 minutes, including
calibration, practice trials, and the pre- and post-questionnaires.

At the beginning of each round, all target spheres were grey
except for the orange colored one denoting the first (current) tar-
get (see Figure 1c). The color of the target was changed to blue
whenever the cursor sphere came in contact, i.e., we used high-
lighting [Teather and Stuerzlinger 2014]. Upon correct selection
/ activation of a target, its color was changed to green. Similarly,
for an incorrect selection / activation, the target sphere’s color was
changed to red. In this case, auditory error feedback was provided
to the participants. To keep subjects informed about the selection
condition for the current round, an image (of a controller, hand, or
eyes for dwell) was also shown at the center of the target grid (see
Figure 1c). For consistency, the target grid’s center was placed at
the eye level of participants.

(a) (b)

(c) (d)

Figure 3: (a) Time, (b) Error Rate, (c) Throughput, and (d)
Fitts’ Law results for Selection Techniques.

3.5 Experimental Design
We designed a within-subjects study where the subjects performed
the task with three selection techniques (3𝑆𝑇 , pinch, click, and
dwell) for each of the five target sizes (5𝑇𝑆 ), all of which were
presented in counterbalanced order following a Latin square design.
Our experiment used five target distances (5𝑇𝐷 ), for a total of
(5𝑇𝑆 × 5𝑇𝐷 =) 25 𝐼𝐷s (22 of which were unique) between 1.5 and
2.9. As dependent variables, participants’ movement time (𝑠), error
rate (%), and effective throughput (𝑏𝑖𝑡𝑠/𝑠) [ISO 9241-411:2012 2012]
were measured. There were 11 targets per round of trials yielding
11 × 5𝑇𝑆 × 5𝑇𝐷 × 3𝑆𝑇 = 825 data points per participant.

4 RESULTS
We used repeated measures (RM) ANOVA with 𝛼 = 0.05 in SPSS
26. The data was considered to be normal when Skewness (S) and
Kurtosis (K) values were within ±1.5 [Hair Jr et al. 2014; Mallery
and George 2003]. Upon violation of the sphericity assumption
(according to Mauchly’s sphericity test), Huynh-Feldt correction
was used where 𝜖 was less than 0.75. If the data was not normally
distributed, log-transforming the data resulted in a normal distribu-
tion. Only statistically significant results are mentioned here. We
used the Bonferroni method for post-hoc analyses. Significance
levels are shown as *** for 𝑝 < 0.001, ** 𝑝 < 0.01, and * 𝑝 < 0.05.
Figures represent means and standard error of means.

4.1 Time, Error Rate, Throughput, and Fitts’
Law Analysis

Results of the RM ANOVA for the selection techniques are pre-
sented in Table 1. As shown in Figure 3a, dwell was the slowest
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among all the conditions. However, according to the error rate data
shown in Figure 3b, it experienced the least errors. The results
for throughput in Figure 3c shows that participants’ overall per-
formance was significantly better in both the click and the pinch
conditions relative to dwell. Although click was slightly faster, ex-
hibited fewer errors, and achieved higher throughput than pinch,
none of these differences were significant.

Fitts’ law analysis according to Equation 1 shows that the se-
lection time can be modeled as 𝑀𝑇 = 0.57 + 0.15𝐼𝐷, 𝑅2 = 0.32
for pinch, 𝑀𝑇 = 0.28 + 0.25𝐼𝐷, 𝑅2 = 0.70 for click, and 𝑀𝑇 =

0.39 + 0.34𝐼𝐷, 𝑅2 = 0.60 for dwell, see Figure 3d.

4.2 Subjective Measures
In the post-experiment questionnaire, 6 out of the 12 participants
preferred the button click selection technique, 4 preferred dwell, and
only 2 pinch. However, 6 and 4 subjects ranked the button click or
pinch as their second-most preferred selection method, respectively.
Reasons given for the choice of button click as the most preferred
technique were “felt a lot faster”, “more robust, which means less
error on executing the trigger”, “I could control [better] when I wanted
to select targets (compared to dwell) and it was less physically tiring
(compared to pinch)”, “The controller was still somewhat familiar,
the pinch got tiring in the forearm after a little while”, and “Did not
have to do double clicks to select one target”. The subjects who chose
dwell mentioned “was just easier to [do] one thing, rather do too
many things”, “it did not involve moving any part of the body except
for the eyes”, and “it was more accurate and easier”. Reasons for
choosing pinch were “pinch was easy and fun, it makes sense” and
“using my hand and not being a passive actor allowed me to get more
involved with the process”.

When queried about the level of frustration associated with each
technique on a 7-point Likert scale (1: very frustrating, 7: very sat-
isfied), button clicks were the least frustrating (𝜇 = 5.58,𝑚𝑒𝑑𝑖𝑎𝑛 =

6), followed by dwell (𝜇 = 4.75,𝑚𝑒𝑑𝑖𝑎𝑛 = 5) and pinch (𝜇 =

3.83,𝑚𝑒𝑑𝑖𝑎𝑛 = 4). Similarly, for physical fatigue (1: very fatiguing, 7:
very relaxing), pinch was rated as the most fatiguing technique (𝜇 =

2.67,𝑚𝑒𝑑𝑖𝑎𝑛 = 3) compared to a button click (𝜇 = 4.16,𝑚𝑒𝑑𝑖𝑎𝑛 = 4)
and dwell (𝜇 = 3.83,𝑚𝑒𝑑𝑖𝑎𝑛 = 4). For mental fatigue, pinch was
again classified as the most tiring (pinch: 𝜇 = 3.58,𝑚𝑒𝑑𝑖𝑎𝑛 = 3, but-
ton click: 𝜇 = 4.75,𝑚𝑒𝑑𝑖𝑎𝑛 = 4, and dwell: 𝜇 = 3.92,𝑚𝑒𝑑𝑖𝑎𝑛 = 4).

5 DISCUSSION
In this work, we used a standardized ISO 9241-411 Fitts’ law task
to identify how well the pinch gesture performs as a selection
/ activation technique compared to click and dwell in terms of
execution time, error rate, and throughput.

As we did not find any significant difference between the two
techniques, we find pinch to be comparable to button clicks. These
findings do not match previous work [Canare et al. 2018; Pfeuffer
et al. 2017; Speicher et al. 2018; Surale et al. 2019] where researchers
reported poor performance of systems that involved hand tracking.
One possible reason for this can be the position and angle at which
we attached the hand tracker to the VR headset (see Figure 1a),
which seems to have worked substantially better than other alter-
natives. Previous studies [Batmaz et al. 2020b; Mutasim et al. 2020;
Pfeuffer et al. 2017; Speicher et al. 2018; Surale et al. 2019] mounted

the hand tracker on the front of the VR headset. This option in-
creases fatigue and thus suffers from the Gorilla Arm [Jang et al.
2017; Velloso et al. 2015] effect, as the subjects always have to keep
their hands directly in front of their face. Also, our experiment
required no or only very little head movement from the participant
when pointing at the targets. This is important because whenever
the user turns their head, they need to move their hands along
with it to not loose hand tracking (a problem well discussed in
the literature [Chiu et al. 2019]), which then increases task execu-
tion time and with it also fatigue, and thus significantly reduces
performance. Our placement of the hand tracker underneath the
VR headset addressed both these issues. Not only was the hand
and elbow position more natural and (much) more comfortable but
(limited) head movements also did not affect the hand tracking in a
notable manner. We believe that recent advances of built-in exter-
nal world-view cameras for hand tracking in VR headsets [Oculus
2019] has great promise and will potentially get rid of the need
to attach a separate downward-facing hand tracking device to VR
headsets.

Nonetheless, we still have to acknowledge that we did face some
pinch recognition issues during the study. Yet, once a participant
found a sweet spot for the angle of their palm (as discussed above),
together with a comfortable posture, the pinch gesture was reliably
recognized by the system.We observed that some subjects struggled
with this at the beginning of the experiment but once they found
a good palm angle, the system was quite efficient is recognizing
the pinch gesture. Unfortunately, we observed a few instances
where the user’s hand drifted from the ideal zone over time and
thus participants had to sometimes change their palm angle to
regain reliable pinch recognition. Even with these issues, pinch was
still competitive with button clicks. Nonetheless, adopting recently
presented advanced hand tracking algorithm [Smith et al. 2020]
should address the restricted hand posture in our pinch condition,
potentially allowing our findings to be generalized across different
applications.

Even though they achieved results comparable with button clicks,
subjects did not prefer pinch as a selection / activation technique.
Beyond the pinch recognition issue, we identified that frustration
and fatigue also influenced this decision. We believe that both these
factors are caused by a limitation of the LeapMotion. For the system
to recognize consecutive pinches, subjects had to (reasonably) fully
release the pinch in between consecutive pinch actions by spreading
the thumb and index finger relatively clearly apart, which was per-
ceived to be unnatural. In other words, due to the limitation of the
un-pinch gesture, subjects had to make (unnaturally) large pinches.
This forced the subjects to, at times, pinch twice to activate one
target which “broke” their rhythm. In contrast to the small travel
distance of the trackpad button of the controller and its reliable ac-
tivation, this limitation induced fatigue and frustration in subjects.
We speculate that solving this issue might even reveal pinch to be
better than button clicks. Although our quantitative results does
not support our hypothesis H1 that button clicks will have better
performance than pinch, taking subjects’ preferences into account
we conclude that our findings partially support hypothesis H1.

Just like previous work [Choe et al. 2019; Esteves et al. 2020],
our results also showed that the dwell condition experienced the
least errors among all the three conditions (see Figure 3b), thus
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supporting our hypothesis H2. Yet, this technique had the worst
performance in terms of selection time and overall throughput (see
Figures 3a and 3c), making it not competitive. A widely accepted
reason for this outcome is that dwell is a time consuming selection /
activation method because one has to wait for a non-trivial amount
of time, i.e., the dwell time, to activate a target, which seems to re-
verse any potential efficiency gains. Yet, making the dwell time (too)
short increases the Midas touch problem [Isomoto et al. 2018; Mott
et al. 2017; Sidenmark and Gellersen 2019b]. On top of this, dwell,
along with other gaze gesture activation methods, e.g. [Feng et al.
2014], suffers also from the problem of having to alternate between
two tasks with the eyes, i.e., pointing and selection / activation. In
contrast, button clicks or pinch have the advantage of overlapping
these two tasks to some extent, i.e., a user can mentally initiate
the act of pressing a button even before their gaze has reached the
target, if they anticipate that the cursor will reach the target by
the time the button is pressed. We believe that this dual-task issue
is a major drawback of gaze-only systems, one that needs to be
addressed in order to make such systems more popular, especially
important for patients with limited muscle control [Kumar et al.
2017].

Even though only 12 subjects participated in this study, we found
high effect sizes for the significant differences. The minimum effect
size for the selection techniques was 0.75 and 0.24 for ID, i.e., both
large effects, commonly defined through a criterion of 𝜂2 > 0.14.
Based on these large effect sizes, we believe our findings to be
robust.

6 CONCLUSION AND FUTUREWORK
In this work, we compared the performance of three selection /
activation techniques, namely, pinch, click, and dwell, for eye-gaze-
based interaction in VR. Our results revealed that dwell as a selec-
tion technique made the least errors. However, it had the worst
performance in terms of execution time and throughput. Results
also showed that although button clicks achieved the highest perfor-
mance, this technique was not significantly different from pinch for
each of the three performance metrics analyzed in this study. Still,
participants preferred button click and dwell over pinch as pinch
was sometimes frustrating due to recognition errors and seems to
have induced more physical and mental fatigue.

Nonetheless, we recommend gaze and pinch for selection tasks
when controllers are not a viable option and where hands can
be tracked with sufficient reliability, as this combination allows
practitioners, developers, and researchers to take advantage of its
competitive performance. In the future, we plan to further explore
the pinch gesture and its performance in other 3D virtual object
selection and manipulation tasks.
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