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ABSTRACT
Mobile text entry has become a main mode of communication. To
make text entry as efficient as possible, helpful features, such as
autocorrect and speech recognition have been developed. In our
study, we confirmed previous results in that speech recognition was
faster, while the error rate for typing was lower. To analyze this in
more depth, we performed semi-structured interviews identifying
participants’ text-entry preferences, specific pain points that occur,
and potential suggestions for improving the editing experience.
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1 INTRODUCTION
Text entry on mobile devices is commonplace [4], but autocorrect
can make text entry a frustrating experience [23]. Speech recog-
nition for text entry is fast but can also result in frustration, e.g.,
when having to correct errors through typing [3, 21]. Ruan et al.
[19] investigated text entry efficiency for both English and Man-
darin Chinese. Speech recognition was quicker for both languages.
Interestingly, despite fewer errors occurring with speech, there
were more errors in the final transcribed text for speech-based text
entry. Foley et al. [8] also found that both transcribing and com-
posing text through speech recognition is faster than typing. With
composition tasks, the time difference between the two modali-
ties was smaller, potentially due to the additional mental load for
composing sentences.

Our study aims to verify whether speech or typing is more effi-
cient for text entry. We use a transcription task to reduce mental
workload and also evaluate the error rate for both modalities. We
expand on previous work through adding a semi-structured inter-
view, documenting participant’s personal experiences with typing
and speech recognition, both positive and negative, as well as partic-
ipant’s suggestions for new text editing methods on mobile devices.
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2 RELATEDWORK
Text entry errors fall into specific types: insertion, omission, and
substitution errors, with the latter being the most salient type
[16, 21]. Thus, common errors could be predicted and corrected
depending on the user group. Wang et al. thus used an “elastic
probabilistic model for input prediction,” which made typing more
efficient for users with Parkinson’s symptoms [22]. Others explored
multi-modal correction mechanisms, e.g., with gaze and speech or
touchscreen and gestures, to enhance the error correction experi-
ence [18, 20]. Buschek et al. found that autocorrections account for
only 0.6 percent of all events in an “in the wild” study [6], but other
work identified substantial negative impacts of autocorrect errors
on mental and physical demand, as well as effort and frustration
[2, 16]. Still, within a study a certain amount of errors needs to occur
to reliably gauge user reactions to autocorrect, which can be chal-
lenging especially for composition tasks. Gains et al. encouraged
participants to increase the complexity of their text through guided
instruction [10], with higher rates of error correction occurring
when more complex terminology was encouraged.

To facilitate text entry, users rely on technology to correct some
of their mistakes for them, or at least suggest a range of alternatives.
Arnold et al. [5] found that phrase suggestions affected composition,
as participants adjusted their text according to the phrases. As it is
not always possible to reasonably regulate user input and measure
error rates, we used a transcription task with a predetermined
phrase set with a defined percentage of more complex words.

When designing text-entry interfaces and features, factors that
can encourage users to adopt certain text entry features [7, 13, 17,
18], such as framing and presentation [7, 17], need to be consid-
ered. We thus made sure to present the tasks neutrally. To collect
more information around personal experiences and preferences, we
performed a semi-structured interview, as this method can yield a
wide range of insights complementary to the main task.

Previous studies of speech recognition have defined key char-
acteristics that are important to measuring and analyzing speech
recognition performance and adoption [14–16]. Uses of speech
recognition range from controlling a system, turning on lights, to
entering text, or even more complex tasks [1, 12, 24], with speech-
activated home assistants being most common [1, 9, 11]. Koester
[12] identified that the fastest users also employed the best correc-
tion strategies. Thus, when evaluating typing speed and efficiency,
correction strategies need to be considered as well.

3 METHOD
We used a repeated-measures design, in which participants com-
pleted both typing and speech recognition text entry tasks, in coun-
terbalanced order, followed by an interview. We locally recruited
ten participants (five male, five female, 18-24 years), but had to
exclude two due to a logging issue. We created a locally hosted
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web application for data collection, which prompts users to enter
text into a field, while logging all occurring events at the keystroke
and event level. Our study was conducted via Zoom, recorded with
participant consent, and started with a demographic survey. While
on Zoom, participants opened our custom page on their mobile
phone. They were also asked to record their phone screen as they
completed the tasks. Participants entered the prompted text into a
text field, either through typing or speech recognition. They spent
about 30 minutes on these tasks. After that, they sent us the screen
recording of their phone and we proceeded to the semi-structured
interview with 11 questions (Appendix A) which took between
10-15 minutes. We followed up naturally on interesting issues and
encouraged participants to voice their opinions, too.

4 RESULTS
We used one-way ANOVA with 𝛼 = 0.05. The data was normally
distributed and all other preconditions of ANOVA were met, too.
We observed a significant effect on entry speeds in terms of words
per minute (WPM), F(1,195) = 343, p < .001, with a large effect size
𝜂2𝑝 = .64, and speech recognition being fastest, see Figure 1. Error
rate was also significantly different, F(1,195) = 14.80, p < .001, with
a medium effect size 𝜂2𝑝 = .07. Speech recognition exhibited more
errors, see Figure 1. The difference in the number of operations per
character for each condition was significant, F(1,195) = 36.24, p <
.001, with a large effect size 𝜂2𝑝 = .16. Speech recognition needed
fewer operations per character on average, see Figure 1. The rate
of backspaces (either during typing or later corrections) was also
significantly different, F(1,195) = 26.97, p < .001, with medium effect
size 𝜂2𝑝 = .12. Speech recognition had fewer error corrections, see
Figure 1. We also measured verification time, which is the time
participants took to review a phrase before moving to the next, but
did not observe a significant effect between the conditions, F(1,195)
= .77, p =.38.

4.1 Participant Interviews
During the semi-structured interview, participants were asked
about their thoughts on autocorrect during typing and for speech
recognition, for the transcription tasks and their daily natural mo-
bile phone use. Most preferred text entry over speech recognition.
One participant even remarked: “Text is superior to speech,” because
it is “not as disruptive.” On the other hand, participants acknowl-
edged the higher speed and accuracy of speech recognition in the
experiment, sparking valuable discussion. Speech recognition en-
abled participants to enter text more quickly thanwith typing. Some
even perceived speech recognition to be highly accurate during the
task. Yet, when recalling previous experiences with speech recogni-
tion, it was scrutinized for its imperfections. If the system presented
an inaccurate word (for whatever reason) a user has two choices:
even though temporarily distracted, they can finish their sentence
and make edits afterwards. Or, they can immediately make the cor-
rection through typing. In this case they might continue typing the
rest of the phrase (to avoid another mode switch). Neither option
was perceived as attractive by participants, as in both cases, the text
entry process is disrupted, resulting in lost time and heightened
frustration.

Without prompting, many users brought up using speech for
home assistants. While a different domain, we identified parallels
that could also improve speech-based text entry. In particular, words
that are not in an English lexicon, such as an international name,
can be problematic. One participant stated: “[the device] does not
recognize some types of names. My name, for example, is “name” but
if I tell them to “Call name” it will not recognize [that]. I have to spell:
“Call (proceeds to spell name).”” Another participant identified the
disruptive effect of errors: "I was not that frustrated for the text input
one. But [] the voice one made me a bit more frustrated. Because when
there was like an error, I would have to switch from the dictation back
to the keyboard to delete stuff. And then if there was an error, that
was like the first three words in a ten-word sentence, I would have
to delete seven or like eight words if I needed, right?" Without an
easy editing option, speech recognition seems tedious to most users,
even if it was fairly accurate. When asked how frequently they used
speech recognition for text entry, one participant responded: “Not
often... I only used it like 5 times. [] My main language is Chinese, so
sometimes I speak too fast and it won’t recognize it. And there will
always be a typo.”

Many remarked the choice of modality depends on location.
While usable when driving a car, speech is not always perceived as
useful. For low-stakes communication, speech recognition mistakes
can even be humorous: “There was one time where I was driving
across the bridge []. And then I was texting my sister [], but Siri con-
verted some of the words into like profanity. And it was all fine, she
had a little laugh about it. And [my sister] was like: “I understood what
you meant, but that was kind of funny.”” Yet, sometimes mistakes
need to be avoided, e.g., when communicating with our bosses. Un-
less input can easily be corrected, speech-based text entry will thus
most likely not be used for important matters. As one participant
stated: “I don’t trust my speech to do it.”

Privacy concerns for speech recognition were mentioned by
almost every participant, along with noise level issues. “If I’m on my
own in my room, or whatever, then maybe that is OK. But usually I’m
around my family, so they don’t need to hear everything I am texting.”
One participant stated that “if I randomly say something that sounds
similar to “Hey Google,” [Google Home mini] will say, actually: “What
do you need?” like... “I don’t need you!”.” Thus, speech recognition
can be disconcerting to use, e.g., with inadvertent activation or
if text that was not meant to be written down suddenly appears.
And speech recognition is not always practical for its intended,
hands-free use. “One problem is [...] if I tell them to stop, or change to
the next song, I have to speak really loud, over the sound of the song,
and I will end up even yelling in the next room. It still won’t work, so
I have to turn (the music) off on my phone.”

Different usage approaches determine the user experience. One
participant remarked: “For speech recognition, the user has to be
accurate for the result to be accurate. If you’re not clear, the sentence
will be all jumbled up.” Another participant noted: “You have to
pronounce each word accurately. [] if your accent is [] thick, speech
recognition won’t be able to identify it.” Also, one user stated: “If
you hesitate during speech recognition, or if you want to think out
loud, the sentence you are trying to create will not appear as intended.
There comes a point of no return if you stumble over a word or if you
realize you mispronounced something. [] Once you make a mistake,
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Figure 1: The average WPM, Error Rate, Operations per Character, and backspace rate for each condition and their standard
deviation.

you either have to start over and discard the entire sentence, or send
the sentence with a mistake.”

5 DISCUSSION
We confirm that speech recognition resulted in a significantly faster
input than typing, albeit at the cost of a higher error rate. Partici-
pants who were already in the process of typing corrected errors
naturally in the transcription task. In contrast, with speech recogni-
tion, they carefully controlled what they said, as going back later to
edit via typing was not generally perceived as desirable. Our find-
ings from the interviews lend insights into the user’s experience
and perceptions of text entry methods. Many were satisfied with
their experience during the experiment with speech recognition and
reflected on their perceptions of it. Yet, most stated also that it was
an imperfect system and did not use it regularly in their lives. Crit-
icism focused on privacy, such as not wanting others to overhear
the text, or feeling insecure about their speech. This was perceived
to be worse than the frustration associated with autocorrect. Some
suggestions for better interfaces for speech recognition arose as
one participant wanted a “better option for different accents” while
another suggested auto-complete for speech recognition. Thus, fu-
ture work should look at improved speech interfaces, preferably
with hands-free interaction, since most users engage with speech
recognition this way.

For autocorrect, participants mentioned their frustration, but in
the same breath would say they leave it on and use it whenever
they are typing. Though there are mistakes and frustration had run
high in the past, the only comment about turning autocorrect off
came from a participant who constantly experienced cross-multi-
language autocorrects.

6 CONCLUSION AND FUTUREWORK
Autocorrect and speech recognition aim to improve the users’ ex-
perience and efficiency when entering text on mobile devices. Our
initial study confirmed that speech recognition is faster than typ-
ing for text entry on mobile devices, but with an higher error rate.
Our semi-structured interviews resulted in insights on common
issues or concerns users were experiencing, both when typing and
using speech recognition, as well as some design suggestions for
speech-based text entry. Our work brings up the question what a
seamless transition between speech recognition and then editing
could be, both for hands-free and device-based contexts.
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A INTERVIEW QUESTIONS
(1) How often do you rely on autocorrect?
(2) What about voice recognition, how often do you rely on it?
(3) How well do you think the autocorrect and speech recogni-

tion works in smartphones?
(4) Does autocorrect influence the speed and correctness of text

entry on mobile devices? What is the effect and why?
(5) Does speech recognition influence the speed and correctness

of text entry on mobile devices? What is the effect and why?
(6) If there were any mis-predictions, do you think they affected

your task?
(7) How frustrated do you think you got entering the text, all

things considered?
(8) How satisfied do you think you were with entering the text,

all things considered?
(9) What kinds of mistakes were the hardest to correct?
(10) Do you have any design recommendation/suggestion regard-

ing auto-correction or voice recognition?
(11) Please share any stories with us about when you or someone

you know encountered autocorrect or voice recognition.
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